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Background

• Large language models (LLMs) [1, 2, 3] have been a
transformative technique in Natural Language Processing (NLP)
owing to their excellent text generation and conversation
abilities [4, 5, 6].
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Background

• Challenging benchmarks for language model evaluation have
significantly driven LLM advancements [7], with most designed
as multiple-choice question-answering (MCQA) tasks [8]
requiring answer selection from given options [9, 10, 11].
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Background

• Recent LLM benchmarks demand extensive commonsense,
world knowledge, and complex reasoning [12, 13, 14], posing
significant challenges for LLMs.
⇒ Optimizing LLM performance in QA tasks is increasingly
crucial for their continued development.
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Question Answering

• An example in OpenBookQA [15]:

Task Input 𝑥𝑖
Fact: the summer solstice is on June 21st in the northern hemisphere.
Question: The summer solstice in the northern hemisphere is four months before
(A) May (B) July (C) April (D) October

Table 1: An instance from the OpenBookQA dataset [15].
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QA with LLMs (Baseline: Direct Answer)

• Baseline method: directly answer the question.

• Problem: The answer generation is only based on the task input,
without reasoning or explanation.

Task Input 𝑥𝑖
Fact: the summer solstice is on June 21st in the northern hemisphere.
Question: The summer solstice in the northern hemisphere is four months before
(A) May (B) July (C) April (D) October

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(B) July. Explanation: The summer solstice is the longest day of the year and marks the beginning of summer.
It is four months before the beginning of winter. The beginning of winter is in December, so the summer solstice is in June.
Therefore, the summer solstice is four months before July.

Table 2: The output by the Baseline method.
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QA with LLMs (CoT - Reasoning First)

• China-of-Thought (CoT) method: “Let’s think step by step”.
Generating step-by-step reasoning before giving the final answer.

• Advantage: The final answer is based on the intermediate steps.
⇒ More likely to answer correctly (if the LLM reasons well)

Task Input 𝑥𝑖
Fact: the summer solstice is on June 21st in the northern hemisphere.
Question: The summer solstice in the northern hemisphere is four months before
(A) May (B) July (C) April (D) October

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

The summer solstice is on June 21st. If we count four months before that, we get March 21st.
March is the third month of the year, so the answer is (C). April is the fourth month, May is the fifth month,
and October is the tenth month. None of these months is four months before June. July is the seventh month,
which is five months after June, so it is not the correct answer either. The correct answer is (C).

Table 3: The output by the CoT method.
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Step-by-step Thinking in QA

• Argument: “Let’s think step by step” is too generic and vague.

• For QA tasks, how do we humans answer a question?
• “Step by Step” → What steps are we thinking?
• Can we guide LLMs to answer questions with human heuristics?
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ARR: Analyzing, Retrieving, and Reasoning

• For QA tasks, how do we humans answer a question?

nalyzing etrieving easoning

Figure 1: ARR motivation. To answer a question, we often need to analyze
the question’s intent, retrieve relevant information, and reason step by step.
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ARR: Analyzing, Retrieving, and Reasoning

• “Step by Step” → What steps are we thinking?
• (1) Analyze the question’s intent [16, 17, 18] to obtain a thorough

context understanding, a clear problem-solving target, and a
purposeful planning guide,

• (2) Retrieve relevant information from context, external sources,
or memory for supportive reference [19, 20], and

• (3) Systematically apply inductive and deductive reasoning
[21, 22, 23, 24].

nalyzing etrieving easoning
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ARR: Analyzing, Retrieving, and Reasoning

• Can we guide LLMs to answer questions with human heuristics?
• ⇒ Prompting via Answer Trigger Sentence Φ𝑖:

• Answer: Let’s analyze the intent of the question ,
find relevant information , and

answer the question with step-by-step reasoning .
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QA with LLMs Workflow

• Baseline vs. CoT vs. ARR: Different Answer Trigger Sentences

Answer Trigger Sentence Φi

Passage   pi 
Question qi 

Options oi 
{oi1 , oi2}

Stage 1: Reasoning Generation
r i =  Mgen ( pi , qi , oi1 , oi2 , Φi )

LLM 
M

Stage 2: Option Selection
Li

1 = Mlm ( pi , qi , oi1 , oi2 , Φi , ri , oi1 )
Li

2 = Mlm ( pi , qi , oi1 , oi2 , Φi , ri , oi2 )

• Choose (A) if Li1 < Li2 else (B)
• Acc = 1 if choosing (A) else 0

- Baseline: "Answer:"
- CoT: "Answer: Let's think step by step."
- ARR: "Answer: Let's analyze the intent 
of the question, find relevant information, 
and answer the question with step-by-step 
reasoning."

Figure 2: Question answering with LLMs. We first obtain rationale 𝑟𝑖 by
reasoning generation and then select the optimal option via evaluating the
language modeling losses of different context-option combinations.
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QA with LLMs (CoT - Reasoning First)

• ARR: Analyzing, Retrieving, and Reasoning
• Our ARR method identifies the question’s intent clearly, leading

to a correct reasoning path and final answer.

Task Input 𝑥𝑖
Fact: the summer solstice is on June 21st in the northern hemisphere.
Question: The summer solstice in the northern hemisphere is four months before
(A) May (B) July (C) April (D) October

ARR 𝜙𝑖
Answer: Let’s analyze the intent of the question, find relevant information,
and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks for the month that is four months after the summer solstice.
The summer solstice is on June 21st. Four months after June 21st is October 21st.
Therefore, the correct answer is (D) October.

Table 4: The output by our ARR method.
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Experimental Setup - Tasks and Datasets

Task MCQA Dataset Split # Item # Token # Class

Reading
Comprehension

BoolQ [25] Valid 3,270 145 2
LogiQA [10] Test 651 192 4

Commonsense
Reasoning

CSQA [26] Valid 1,221 43 5
SIQA [27] Valid 1,954 51 3

World Knowledge
SciQ [28] Test 1,000 132 4

OBQA [15] Test 500 55 4
ARC [9] Test 3,548 59 4

Multitask
Understanding

BBH [13] Test 5,281 112 2–18
MMLU [11] Test 13,842 108 4

MMLU-Pro [14] Test 12,032 186 10

Table 5: QA dataset statistics. “# Class” is the number of options 𝑚, “#
Item” is the total number of data items for evaluation, and “# Token” is the
average number of tokens per instance (zero-shot prompt), tokenized by the
LLaMA [29] tokenizer.
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Experimental Setup - Models

• Main Experiments:
• LLaMA-3.1-8B-Instruct

• Generalizability Exp (Model Sizes):
• LLaMA-3.2-1B-Instruct, LLaMA-3.2-3B-Instruct

• Generalizability Exp (Model Series):
• Qwen2.5-7B-Instruct, Gemma-7b-it,
Mistral-7B-Instruct-v0.3

LLM Series Size Type URL

LLaMA3 [29]
8B Chat Link
3B Chat Link
1B Chat Link

Qwen2.5 [30] 7B Chat Link
Gemma [31, 32] 7B Chat Link
Mistral [33] 7B Chat Link

Table 6: The URL links of models and tokenizers.
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Main Experiments

Method Reading Commonsense World Knowledge Multitask Understanding Avg.
BoolQ LogiQA CSQA SIQA SciQ OBQA ARC BBH MMLU MMLU-Pro

w/o Reason 77.86 35.64 50.37 47.49 91.20 69.80 64.61 50.26 45.54 29.60 56.24
Baseline 84.16 35.79 72.97 69.55 85.90 72.20 82.59 52.19 60.68 38.75 65.48

CoT 84.65 38.10 73.71 68.12 93.70 78.20 84.31 58.40 62.08 40.10 68.14
ARR 86.33 39.02 74.94 70.98 94.40 80.00 84.84 59.01 63.51 42.72 69.58

Table 7: Main experiments. The zero-shot performance (Accuracy %) of
the LLaMA3-8B-Chat model on various multiple-choice QA datasets using
different answer trigger sentences 𝜙. (1) w/o Reason: directly selecting an
option without rationales; (2) Baseline: 𝜙 is “Answer:”; (3) CoT [34]: 𝜙 is
“Answer: Let’s think step by step.”; (4) ARR: our method that elicits intent
analysis, information retrieval, and step-by-step reasoning.
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Ablation Study

A R R Answer Trigger Sentence 𝜙

➀ ✔ ✔ ✔
Answer: Let’s analyze the intent of the question , find relevant information ,
and answer the question with step-by-step reasoning .

➁ ✔ Answer: Let’s analyze the intent of the question , and answer the question.
➂ ✔ Answer: Let’s find relevant information , and answer the question.
➃ ✔ Answer: Let’s answer the question with step-by-step reasoning .

➄ Answer:

Table 8: Ablation study prompts. The answer trigger sentences 𝜙 used in
different ARR ablation study settings.
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Ablation Study

Ablation Reading Commonsense World Knowledge Multitask Understanding Avg.
A R R BoolQ LogiQA CSQA SIQA SciQ OBQA ARC BBH MMLU MMLU-Pro

➀ ✔ ✔ ✔ 86.33 39.02 74.94 70.98 94.40 80.00 84.84 59.01 63.51 42.72 69.58

➁ ✔ 86.09 38.40 75.76 70.78 94.30 86.80 85.83 57.08 63.66 42.54 70.12
➂ ✔ 85.35 37.79 75.59 68.01 92.80 81.20 85.33 58.27 63.73 43.08 69.12
➃ ✔ 85.87 38.86 74.53 68.01 94.50 82.60 85.03 58.96 61.77 41.11 69.12

➄ 84.16 35.79 72.97 69.55 85.90 72.20 82.59 52.19 60.68 38.75 65.48

Table 9: Ablation study results. The accuracy scores (%) of the
LLaMA3-8B-Chat model on various multiple-choice QA datasets using
different answer trigger sentences 𝜙 ( Analyzing , Retrieving , and
Reasoning ).
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Generalizability of ARR - Model Sizes

Size Method BBH MMLU MMLU-Pro Avg.

1B
Baseline 35.88 43.27 21.62 33.59

CoT 36.30 41.10 22.74 33.38
ARR 39.02 42.70 23.49 35.07

3B
Baseline 45.65 48.26 30.88 41.60

CoT 46.89 46.80 30.03 41.24
ARR 51.97 52.82 33.39 46.06

8B
Baseline 52.19 60.68 38.75 50.54

CoT 58.40 62.08 40.10 53.53
ARR 59.01 63.51 42.72 55.08

Table 10: Model size experiments. The zero-shot performance (Accuracy
%) of LLaMA3-Chat models of different sizes on multiple-choice QA
datasets.

Yuwei Yin and Giuseppe Carenini
ARR: Question Answering with Large Language Models via Analyzing, Retrieving, and Reasoning 21 / 56



Introduction Our Method Experiments Conclusion More Cases References

Generalizability of ARR - Model Series

Series Method BBH MMLU MMLU-Pro Avg.

Qwen
Baseline 39.21 48.36 32.35 39.97

CoT 36.66 44.91 29.26 36.94
ARR 40.50 50.34 39.10 43.31

Gemma
Baseline 40.09 45.46 23.45 36.33

CoT 44.39 47.17 26.20 39.25
ARR 45.31 50.73 26.98 41.01

Mistral
Baseline 46.27 55.61 30.68 44.19

CoT 53.42 61.16 34.73 49.77
ARR 53.55 61.49 35.21 50.08

Table 11: LLM series experiments. The zero-shot performance (Accuracy
%) of 7B-Chat models of different LLM series on multiple-choice QA
datasets.
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Generalizability of ARR - Generation Temperatures

Temp. Method BBH MMLU MMLU-Pro Avg.

0.0
Baseline 52.19 60.68 38.75 50.54

CoT 58.40 62.08 40.10 53.53
ARR 59.01 63.51 42.72 55.08

0.5
Baseline 50.19 59.35 36.88 48.81

CoT 56.58 60.82 37.82 51.74
ARR 58.87 62.87 42.64 54.79

1.0
Baseline 46.33 54.80 33.10 44.74

CoT 51.46 55.57 33.00 46.68
ARR 52.90 56.58 36.73 48.74

1.5
Baseline 40.84 45.03 26.85 37.57

CoT 42.53 44.85 25.61 37.66
ARR 42.65 45.16 27.44 38.42

Table 12: Generation temperature experiments. The zero-shot
performance (Accuracy %) of the LLaMA3-8B-Chat model on
multiple-choice QA datasets using different generation temperatures
(default: 0.0).
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Generalizability of ARR - Few-shot Generation

Shot Method BBH MMLU MMLU-Pro Avg.

0
Baseline 52.19 60.68 38.75 50.54

CoT 58.40 62.08 40.10 53.53
ARR 59.01 63.51 42.72 55.08

1
Baseline 35.68 44.80 28.62 36.37

CoT 47.39 48.36 31.07 42.27
ARR 47.22 49.29 34.33 43.61

3
Baseline 34.39 42.08 25.92 34.13

CoT 42.84 48.21 26.69 39.25
ARR 40.19 49.68 37.04 42.30

5
Baseline 34.11 41.14 25.76 33.67

CoT 39.92 47.48 26.12 37.84
ARR 40.68 49.19 36.62 42.16

Table 13: Few-shot experiments. The few-shot performance (Accuracy %)
of the LLaMA3-8B-Chat model on multiple-choice QA datasets using 1, 3,
and 5 few-show examples with rationales.
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Conclusion

• Contribution 1: This paper proposes ARR, an intuitive, general,
and effective zero-shot prompting method to improve LLM
performance in various question-answering tasks.

• Contribution 2: Comprehensive experiments across diverse QA
tasks demonstrate that ARR consistently outperforms the
Baseline and CoT methods. Ablation and case studies further
validate the positive contributions of each component.

• Contribution 3: Additional extensive experiments on various
settings solidify the effectiveness and generalizability of ARR
across different model sizes, LLM series, and generation
configurations.

• Paper: https://huggingface.co/papers/2502.04689
Code: https://github.com/YuweiYin/ARR
Current Work: Intent for planning & reasoning (Coming soon)
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More Cases - BoolQ

Task Input 𝑥𝑖

Passage: Feather – Contour feathers are not uniformly distributed on the skin of the bird except in some groups
such as the penguins, ratites and screamers. In most birds the feathers grow from specific tracts of skin called pterylae;
between the pterylae there are regions which are free of feathers called apterylae (or apteria). Filoplumes and down
may arise from the apterylae. The arrangement of these feather tracts, pterylosis or pterylography, varies across
bird families and has been used in the past as a means for determining the evolutionary relationships of bird families.
Question: Do penguins have feathers arising from the epidermis?

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

No, penguins have feathers arising from specific tracts of skin called pterylae.
The pterylae are the areas of skin where the feathers grow. The pterylae are not uniformly distributed on the skin of the penguin.
The feathers grow from the pterylae, and the areas between the pterylae are free of feathers and are called apterylae.
The arrangement of these feather tracts, pterylosis or pterylography, varies across bird families. In penguins, the feathers are
uniformly distributed on the skin, but they arise from specific tracts of skin called pterylae.
The feathers do not arise from the epidermis. The epidermis is the outermost layer of the skin,
and in most birds, the feathers grow from the dermal layer of the skin, not the epidermis.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

Penguins are a group of birds that have feathers uniformly distributed on their skin. The passage states that in most birds,
feathers grow from specific tracts of skin called pterylae, and between these tracts, there are regions called apterylae that are
free of feathers. However, it also mentions that in some groups, such as penguins, ratites, and screamers, feathers are not
uniformly distributed on the skin. This suggests that penguins do not have feathers arising from the epidermis.
Therefore, the answer is no. Penguins do not have feathers arising from the epidermis.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks about the distribution of feathers on penguins. The passage states that in most birds, feathers grow from
specific tracts of skin called pterylae, but penguins are an exception. The passage does not mention the epidermis, but it does
mention that in penguins, feathers are uniformly distributed on the skin. This suggests that feathers in penguins may arise from
the epidermis, as there are no specific tracts of skin called pterylae. Therefore, the answer is yes.
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More Cases - LogiQA

Task Input 𝑥𝑖

Passage: There are five stations set up from west to east along a section of the high-speed railway along the river.
It is known that Fuyi Station is east of Haoyun Station and West of Huyao Station, and is adjacent to Huyao Station;
Jiushang Station is adjacent to Yinling Station.
Question: If Haoyun stands to the east of Jiushang Station, you can get
(A) Yinling Station is adjacent to Haoyun Station and west of Haoyun Station;
(B) Haoyun Station is adjacent to Fuyi Station and west of Fuyi Station;
(C) Jiushang Station is adjacent to Haoyun Station and west of Haoyun Station;
(D) Yinling Station is adjacent to Fuyi Station and west of Fuyi Station;

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(C) Jiushang Station is adjacent to Haoyun Station and west of Haoyun Station;
(Explanation) Since Jiushang Station is adjacent to Yinling Station, and Yinling Station is adjacent to Haoyun Station,
Jiushang Station is adjacent to Haoyun Station. Since Jiushang Station is east of Yinling Station,
and Yinling Station is west of Haoyun Station, Jiushang Station is west of Haoyun Station.
Therefore, Jiushang Station is adjacent to Haoyun Station and west of Haoyun Station.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

If Haoyun stands to the east of Jiushang Station, then Haoyun Station is west of Jiushang Station.
Since Jiushang Station is adjacent to Yinling Station, Haoyun Station is adjacent to Yinling Station.
Since Fuyi Station is east of Haoyun Station, Fuyi Station is east of Yinling Station.
Since Huyao Station is west of Fuyi Station, Huyao Station is west of Yinling Station.
Since Jiushang Station is adjacent to Yinling Station, Huyao Station is adjacent to Jiushang Station . . .

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks us to determine the correct relationship between the stations based on the given information.
We are told that Fuyi Station is east of Haoyun Station and west of Huyao Station, and is adjacent to Huyao Station.
This means that Fuyi Station is between Haoyun Station and Huyao Station.
Additionally, we know that Jiushang Station is adjacent to Yinling Station.
The question also states that Haoyun stands to the east of Jiushang Station.
This implies that Haoyun Station is to the east of Jiushang Station.
Option (B) states that Haoyun Station is adjacent to Fuyi Station and west of Fuyi Station.
This is consistent with the given information that Fuyi Station is east of Haoyun Station.
Therefore, the correct answer is option (B)
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More Cases - Commonsense QA

Task Input 𝑥𝑖
Question: What do people aim to do at work?
(A) complete job (B) learn from each other (C) kill animals (D) wear hats (E) talk to each other

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(B) learn from each other. The best answer is B.
Step 1: Understand the context of the question: The question is asking about the purpose or goal of people at work.
Step 2: Analyze the options given
Option (A) "complete job" is a task-oriented answer, but it doesn’t necessarily imply learning or personal growth.
Option (C) "kill animals" is unrelated to the typical goals of work in most industries.
Option (D) "wear hats" is a superficial aspect of work attire and not a goal.
Option (E) "talk to each other" is a common aspect of work but doesn’t necessarily imply learning.
Step 3: Identify the most appropriate answer:
Option (B) "learn from each other" is a goal that aligns with personal and professional development,
which is a common aim in many workplaces. It suggests a focus on growth, improvement, and collaboration,
which are key aspects of many work environments. The final answer is: B

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

(B) People go to work to earn a living, but they also go to learn from each other and to be part of a community.
Choice (A) is incorrect because people do not go to work to complete a job. They go to work to do a job.
Choice (C) is incorrect because people do not go to work to kill animals.
Choice (D) is incorrect because people do not go to work to wear hats.
Choice (E) is incorrect because people do not go to work to talk to each other. They go to work to do a job.
The best answer is B.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks what people aim to do at work. The relevant information is that people go to work to earn a living.
The answer is that people aim to complete their jobs at work.
Choice (B) is incorrect because people may learn from each other at work, but that is not the main purpose of going to work.
Choice (C) is incorrect because people do not go to work to kill animals.
Choice (D) is incorrect because people do not go to work to wear hats.
Choice (E) is incorrect because people do not go to work to talk to each other.
The best answer is A.
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More Cases - SocialIQA

Task Input 𝑥𝑖
Context: Alex grew closer to their significant other after they vacationed together.
Question: How would Alex feel afterwards?
(A) in love (B) happy (C) back from vacation

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(B) happy
Reasoning Skill: Empathy And Perspective Taking
This question requires the test-taker to put themselves in Alex’s shoes and understand how they would feel
after a positive experience like vacationing with their significant other.
The correct answer, "happy", is a natural emotional response to a pleasant experience.
The other options are not directly related to the emotional state of Alex after the vacation.
"In love" is a more intense and long-term feeling, "back from vacation" is a factual statement rather than
an emotional response, and "happy" is the most appropriate answer given the context.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

Alex grew closer to their significant other after they vacationed together.
This implies that the vacation strengthened their relationship. Therefore, Alex would likely feel happy after the vacation.
Reasoning skill: Empathy And Perspective Taking.
This question requires the reader to put themselves in Alex’s shoes and understand how they would feel after a positive experience.
It also requires the reader to consider the context of the situation and how it would impact Alex’s emotions. The best answer is (B)

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

Step 1: Identify the context of the question. The context is about Alex growing closer to their significant other after a vacation.
Step 2: Determine the emotional state of Alex after the vacation. The question asks how Alex would feel afterwards.
Step 3: Analyze the relationship between Alex and their significant other.
The question implies that the vacation strengthened their bond.
Step 4: Determine the emotional state of Alex based on the context.
Given that the vacation brought them closer together, it is likely that Alex would feel happy or in love.
Step 5: Choose the most appropriate answer. Between "happy" and "in love," "in love" is a more intense emotion that
aligns with the context of growing closer to someone.
The final answer is: (A) in love.
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More Cases - SciQ

Task Input 𝑥𝑖
Question: Rupture can cause fragments of what to travel via the bloodstream and become lodged in other arteries?
(A) red blood cells (B) white blood cells (C) plaque (D) enamel

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

Rupture of an atherosclerotic plaque can cause fragments of the plaque to travel
via the bloodstream and become lodged in other arteries. This is known as an embolus.
Choice (B) is incorrect because white blood cells are not typically associated with atherosclerosis.
Choice (C) is incorrect because plaque is the substance that ruptures.
Choice (D) is incorrect because enamel is the hard, outer layer of the teeth. The best answer is (A).

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

The question is asking about the consequences of a rupture, which implies a physical injury or damage to a structure.
The correct answer should be related to the physical structure that
can be damaged and cause fragments to travel through the bloodstream.
Option (A) red blood cells are a type of cell that carries oxygen throughout the body via the bloodstream,
and they can be damaged or ruptured in the event of a physical injury or damage to a blood vessel.
Option (B) white blood cells are part of the immune system and help fight infections,
but they are not a physical structure that can rupture and cause fragments to travel through the bloodstream.
Option (C) plaque is a sticky film of bacteria that can cause dental problems,
but it’s not a physical structure that can rupture and cause fragments to travel through the bloodstream.
Option (D) enamel is a hard, outer layer of teeth,
which is not directly related to the bloodstream or arteries.
Therefore, the correct answer is (A) red blood cells.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question is asking about the consequences of a rupture, which is likely referring to a rupture of an aneurysm or
an atherosclerotic plaque. In the context of aneurysms or atherosclerosis, a rupture can lead to the release of fragments into
the bloodstream. These fragments can then travel to other parts of the body and become lodged in other arteries,
potentially causing blockages or other complications. Considering the options provided, the most relevant choice is (C) plaque,
as atherosclerotic plaque is a common cause of arterial blockages and can rupture, releasing fragments into the bloodstream.
The other options are not directly related to the consequences of a rupture in the context of aneurysms or atherosclerosis.

Yuwei Yin and Giuseppe Carenini
ARR: Question Answering with Large Language Models via Analyzing, Retrieving, and Reasoning 34 / 56



Introduction Our Method Experiments Conclusion More Cases References

More Cases - OpenBookQA

Task Input 𝑥𝑖
Fact: force causes the speed of an object to decrease.
Question: The amount of friction and the speed of an object have what kind of relationship?
(A) inverse (B) reverse (C) direct (D) equal

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(C) Direct
Explanation: The more friction an object has, the slower it will move. The less friction an object has, the faster it will move.
This is a direct relationship. The amount of friction and the speed of an object are directly related.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

Step 1: Understand the relationship between friction and speed
The relationship between friction and speed is that as friction increases, the speed of an object decreases.
Step 2: Determine the type of relationship
Since an increase in friction leads to a decrease in speed, this is a direct relationship.
A direct relationship means that as one variable increases, the other variable also increases.
Step 3: Choose the correct answer
Based on the understanding of the relationship between friction and speed, the correct answer is (C) direct.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks about the relationship between the amount of friction and the speed of an object.
The relevant information is that force causes the speed of an object to decrease.
The intent of the question is to determine the relationship between the amount of friction and the speed of an object.
The correct answer is (A) inverse. The amount of friction and the speed of an object have an inverse relationship.
The more friction, the slower the object moves. The less friction, the faster the object moves.
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More Cases - ARC

Task Input 𝑥𝑖

Question: A scientist maps a long region in which earthquakes originate and determines this region is a transform plate boundary.
Which evidence would cause the scientist to reevaluate this determination?
(A) Volcanism also characterizes the region.
(B) Earthquake centers in the region occur at shallow depths.
(C) The region shows extensive faulting of sediments.
(D) Equal crust densities are found on opposite sides of the region.

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

The best answer is C.
Transform plate boundaries are characterized by horizontal motion and faulting, but the faulting is not necessarily extensive.
Volcanism is characteristic of divergent and convergent plate boundaries, not transform plate boundaries. Shallow earthquake foci
are characteristic of transform plate boundaries. Equal crust densities on opposite sides of the region would indicate that
the region is a transform plate boundary. Therefore, (A), (B), and (D) are incorrect.
(C) is correct because extensive faulting is characteristic of transform plate boundaries.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

Transform plate boundaries are characterized by horizontal motion of the Earth’s crust, which is evidenced by faulting.
Volcanism is characteristic of divergent and convergent plate boundaries, not transform plate boundaries. Therefore, (A) is incorrect.
Earthquakes at transform plate boundaries can occur at any depth, so (B) is incorrect.
(C) is correct because faulting is a characteristic of transform plate boundaries.
(D) is incorrect because transform plate boundaries are characterized by horizontal motion of the Earth’s crust,
not by equal crust densities.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks for evidence that would cause a scientist to reevaluate the determination that a region is a transform plate boundary.
A transform plate boundary is a region where two plates slide past one another horizontally. The evidence that would
cause a scientist to reevaluate this determination would be evidence that is characteristic of a different type of plate boundary.
A divergent plate boundary is a region where two plates move apart from one another,
and a convergent plate boundary is a region where two plates move toward one another.
Volcanism is characteristic of a divergent plate boundary, so (A) is correct.
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More Cases - BBH

Task Input 𝑥𝑖

Question: The following paragraphs each describe a set of three objects arranged in a fixed order.
The statements are logically consistent within each paragraph. A fruit stand sells three fruits: peaches, mangoes, and apples.
The peaches are more expensive than the apples. The mangoes are the cheapest.
(A) The peaches are the second-most expensive
(B) The mangoes are the second-most expensive
(C) The apples are the second-most expensive

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

The peaches are the second-most expensive. The mangoes are the cheapest. The apples are the least expensive of the three fruits.
The peaches are more expensive than the apples. The mangoes are the cheapest. The peaches are the second-most expensive.
The mangoes are the cheapest. The apples are the least expensive of the three fruits. The peaches are more expensive than the apples.
The mangoes are the cheapest . . .

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

The peaches are more expensive than the apples. The mangoes are the cheapest.
Therefore, the mangoes are the least expensive of the three fruits.
The peaches are more expensive than the apples, so the peaches are the second-most expensive of the three fruits.
Choice (B) is incorrect. The mangoes are the cheapest of the three fruits. Choice (C) is incorrect.
The apples are less expensive than the peaches. The best answer is A.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks for the second-most expensive fruit. The peaches are more expensive than the apples,
and the mangoes are the cheapest. Therefore, the second-most expensive fruit is the apples.
Choice A is incorrect. The peaches are more expensive than the apples, and the mangoes are the cheapest.
Therefore, the peaches are the most expensive fruit, not the second-most expensive.
Choice B is incorrect. The mangoes are the cheapest fruit.
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More Cases - MMLU

Task Input 𝑥𝑖
Question: Select the best translation into predicate logic.
David teaches Chris. (c: Chris; d: David; Txy: x teaches y)
(A) Tdc (B) Tcd (C) Tcc (D) dTc

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

(B) The translation of the sentence into predicate logic is Tcd, where Txy means x teaches y.
The subject of the sentence is David, the object is Chris, and the predicate is teaches.
The correct translation is Tcd, not Tdc, because the subject comes before the predicate in a predicate logic statement.
Choice (C) is incorrect because it reverses the subject and object.
Choice (D) is incorrect because it reverses the subject and predicate.

CoT 𝜙𝑖 Answer: Let’s think step by step.
Reasoning 𝑟𝑖 (B) The predicate logic translation of the sentence is Tcd, where Txy means x teaches y. The best answer is B.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks for the best translation into predicate logic. The relevant information is the statement "David teaches Chris."
The statement is in the active voice, so the subject is the teacher, and the object is the student.
The predicate logic translation is Tdc, where Txy means x teaches y, c is Chris, and d is David.
Choice (B) is incorrect. This is the translation of "Chris teaches David."
Choice (C) is incorrect. This is the translation of "Chris teaches Chris."
Choice (D) is incorrect. This is the translation of "David is taught by Chris."
The best answer is A.
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More Cases - MMLU-Pro

Task Input 𝑥𝑖

Question: Which type of research methods are designed to elicit responses to predetermined, standardized questions
from many respondents?
(A) Non-probability. (B) Cross-sectional. (C) Qualitative. (D) Ethnographic. (E) Longitudinal.
(F) Experimental. (G) Probability. (H) Observational. (I) Case Study. (J) Quantitative.

Baseline 𝜙𝑖 Answer:

Reasoning 𝑟𝑖

The best answer is G. Probability sampling is a type of research method that is designed to elicit responses to predetermined,
standardized questions from many respondents. Probability sampling is a type of sampling method that is used to
select a sample of participants from a larger population. Probability sampling methods include simple random sampling,
stratified sampling, and cluster sampling.

CoT 𝜙𝑖 Answer: Let’s think step by step.

Reasoning 𝑟𝑖

(G) Probability sampling is a method of selecting a sample from a population
in which every member of the population has an equal chance of being selected.
Probability sampling is used in research to ensure that the sample is representative of the population.

ARR 𝜙𝑖 Answer: Let’s analyze the intent of the question, find relevant information, and answer the question with step-by-step reasoning.

Reasoning 𝑟𝑖

The question asks about research methods that are designed to elicit responses to predetermined, standardized questions
from many respondents. This is a clue that the research method is quantitative. Quantitative research methods
are designed to elicit responses to predetermined, standardized questions from many respondents.
The correct answer is (J). The other choices are incorrect because they are not quantitative research methods.
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