
Sim-to-real 

Will	policies	trained	in	simulated	worlds	
perform	well	in	the	real	world?	
	
If	not,	how	can	this	be	fixed?	
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SCALE-UP  
ROBOTIC DATA COLLECTION? 





MORE DATA-EFFICIENT LEARNING? 







CURRENTLY:  TRAIN IN SIMULATION 











SIMULATIONS:  THE GOOD 

•  can collect massive experience data  
• no safety concerns 
•  labeled  
•  faster than real-time (simulation speed, parallelism) 
• easy to reset to initial state 





CASSIE BIPEDAL ROBOT 

key	issues	for	successful	sim-to-real:	
	
•  good	model	(SysID)	
•  good	policy	architecture	
•  train	using	state	esGmator	
•  train	with	latency	
•  train	for	a	robust	policy	



ANYMAL 





REWARDS get-up	

variable	speed	locomoGon	



SIMULATIONS:  THE BAD 

• dynamics is hard 
•  modeling mismatch:   kinematic & dynamic parameters  
•  unmodeled aspects:   contact & friction, bending, non-stationary 

•  sensor modeling is hard 
•  images, tactile sensing, LIDAR 

•  reward estimation 
•  latency 







SYSTEM IDENTIFICATION 

•  invest effort in building a good model 
• given a motion, can we estimate the dynamics parameters? 
•  the choice of motion matters! 

•  active interventions    vs    passive observations 
• non-stationary dynamics 

•  sysID à simulation model 
• online sysID 



DOMAIN RANDOMIZATION 



Train	a	single	policy	that	is	robust	to	moderate	parameter	variaGons.	

Video	



Note:		training	requires	experiences	that	
include	the	“parameter	expectaGon”	mismatches.	

Video	



To	do	adaptaGon,	just	learn	the	Universal	Policy,	and	then		
directly	search	in	the	parmeter	space,	using	your	favourite	method	(CMA,	Bayesian	opGmizaGon)	

Sim-to-Sim	



























HOW DOES DOMAIN RANDOMIZATION 
WORK IN PRACTICE? 

Issues	
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QUESTIONS & DISCUSSION 




