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Why talk about a textbook to a room of experts?

* convince you of the value in thinking systematically about vis design
—decompose into comprehensive framework of principles and design choices
—situate specific examples within framework as concrete illustrations

* provide unified view that crosscuts entire field of visualization
—infovis and scivis: addressing different kinds of data

—visual analytics: interweave data analysis and transformation with interactive visual
exploration

—caveat: my own background in infovis shines through!

Analysis framework: Four levels, three questions

domain
¢ domain situation

abstraction
—who are the target users? idi

abstraction
—translate from specifics of domain to vocabulary of vis
* what is shown? data abstraction

* often don’t just draw what you're given: transform to new form

[A Nested Model of Visualization Design and Validation.
Munzner. IEEETVCG 15(6):921-928, 2009 (Proc. InfoVis 2009). ]

domain

abstraction

* why is the user looking at it? task abstraction
* idiom

idiom

-algorithm

How?

* how is it shown?
* visual encoding idiom: how to draw
* interaction idiom: how to manipulate
algorithm
— efficient computation

[A Multi-Level Typology of Abstract Visualization Tasks
Brehmer and Munzner. IEEETVCG 19(12):2376-2385, 2013 (Proc. InfoVis 2013).]
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Why is validation difficult?

« different ways to get it wrong at each level

A Domain situation
You misunderstood their needs

Q Data/task abstraction
You're showing them the wrong thing

@ Visual encoding/interaction idiom
The way you show it doesn’t work

Algorithm

Your code is too slow

Why is validation difficult?

« solution: use methods from different fields at each level
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Encoding visually with marks and channels

* analyze idiom structure

—as combination of marks and channels
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(3 Magnitude Channels: Ordered Attributes
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Idiom: Animated transitions
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interaction idiom

encoding: different
—multiform

data: all shared

|~ Lescassatarsy [

[ Assists - PutO] [cHits/Years = ¢[ [T

R aid

|
|
|
1 f et
| [ | e

J0000eoooas fRORRO0000 0|

[Visual Exploration of Large Structured Datasets. Wills. Proc. New Techniques
and Trends in Statistics (NTTS), pp. 237-246.10S Press, 1995.]
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[A Review of Overview+Detail, Zooming, and Focus+Context Interfaces.
Cockburn, Karlson, and Bederson. ACM Computing Surveys 41:1 (2008),
1-31]
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Idiom: Small multiples

System: Cerebral
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encoding: same oo

data: none shared

—different attributes for
node colors

— (same network layout)

navigation: shared

LPS_1 25| [LpsLi3z_1

LPS_2 £2)| [psLezz_2

[Cerebral:Visualizing Multiple Experimental Con
Visualization and Computer Graphics (Proc. InfoVis 2008) 14:6 (2008), 1253—1260.]

text. Barsky, Munzner, Gardy, and Kincaid. IEEE Trans.
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Coordinate views: Design choice interaction

Data

All Subset None

'.‘M" Overview/ N
Detail
.||I|

Same

Small Multiples

Encoding

Multiform,
Overview/
Detail

Multiform 5 ° o

Different

why juxtapose views?
—benefits: eyes vs memory
* lower cognitive load to move eyes between 2 views than remembering previous state with
single changing view

—costs: display area, 2 views side by side each have only half the area of one view ®

Partition into views

* how to divide data between views
—encodes association between items
using spatial proximity
—major implications for what patterns

are visible

(3 Partition into Side-by-Side Views

—split according to attributes

* design choices
—how many splits

« all the way down: one mark per region?

* stop earlier, for more complex structure

within region?

—order in which attribs used to split

—how many views

Partitioning: List alignment
* single bar chart with grouped bars
— split by state into regions
* complex glyph within each region showing all ages

* small-multiple bar charts
— split by age into regions
* one chart per region

— compare: easy within age, harder
across states

— compare: easy within state, hard across ages

no 65 Years and Over
[ 45 to 64 Years

M 25 to 44 Years

M 18to 24 Years

M 14t0 17 Years

[ 5t0 13 Years

80 Under 5 Years

Population

cA i3 NY FL [ PA
k/3887051 http:/bl.ock:

http:/bl.ock: k/4679202




Partitioning: Recursive subdivision

System: HIVE

split by neighborhood

Harrog Ban waihan Forest | Redbridges| Havering
h | r Yol
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Partitioning: Recursive subdivision

SEE BT @ ]
8 el ohai-E

switch order of splits
—type then neighborhood

switch color
—by price variation

* type patterns

—within specific type, which
neighborhoods inconsistent

System: HIVE

Partitioning: Recursive subdivision

» different encoding for el _ Enfield

second-level regions

Harrow

Haringe,

Brert

—choropleth maps

System: HIVE
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More Information

« this talk
http://www.cs.ubc.ca/~tmm/talks.html#vad | 6pacvis
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book page (including tutorial lecture slides)
http://www.cs.ubc.ca/~tmm/vadbook

—20% promo code for book+ebook combo:
HVNI7

— http://www.crcpress.com/product/isbn/97814665089 10

—illustrations: Eamonn Maguire

* papers, videos, software, talks, full courses
http://www.cs.ubc.ca/group/infovis

http://www.cs.ubc.ca/~tmm
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