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Defining visualization (vis)

Computer-based visualization systems provide visual representations of datasets
designed to help people carry out tasks more effectively.

Why?!...

Why have a human in the loop?

Computer-basedg i

e ation systems provide visual representations ¢
designed to hel® peo;

le farry out tasks more effectively.

1 isaizétio iss ble when there is a néd to augen human aabiliies :
 rather than replace people with computational decision-making methods.

* don’t need vis when fully automatic solution exists and is trusted
* many analysis problems ill-specified

—don’t know exactly what questions to ask in advance

* possibilities
—long-term use for end users (e.g. exploratory analysis of scientific data)
—presentation of known results
—stepping stone to better understanding of requirements before developing models
—help developers of automatic solution refine/debug, determine parameters
—help end users of automatic solutions verify, build trust

Why use an external representation?

designed to help people carry out tasks more

* external representation: replace cognition with perception
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[Cerebral:Visualizing Multiple Experimental Conditions on a Graph
with Biological Context. Barsky, Munzner, Gardy, and Kincaid. IEEE
TVCG (Proc. InfoVis) 14(6):1253-1260,2008]

Expression color scale g

=228 0 255!

1PS1137.4 =5 iesi37_24

Why depend on vision?

Computer-based visualization systems provid vi

designed to help people carry out tasks mor

fepresentations of datasets
e &

* human visual system is high-bandwidth channel to brain

—overview possible due to background processing

* subjective experience of seeing everything simultaneously

« significant processing occurs in parallel and

pre-attentively

¢ sound: lower bandwidth and different semantics

—overview not supported
* subjective experience of sequential stream

* touch/haptics: impoverished record/replay capacity
—only very low-bandwidth communication thus far

* taste, smell: no viable record/replay devices

Why represent all the data?

Computer-based visualization systems provide visua
designed to help people carry out tasks more effecti

e summaries lose information, details matter
—confirm expected and find unexpected patterns

—assess validity of statistical model 12 . 121
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Why focus on tasks and effectiveness?

Computer-based visualization sy

Lrepresentations of datasets
designed to help people carry o s

* tasks serve as constraint on design (as does data)
—idioms do not serve all tasks equally!
—challenge: recast tasks from domain-specific vocabulary to abstract forms

most possibilities ineffective

—validation is necessary, but tricky

—increases chance of finding good solutions if you understand full space of possibilities

what counts as effective?
—novel: enable entirely new kinds of analysis
—faster: speed up existing workflows

What resource limitations are we faced with?

those of computers, umans, and of

* computational limits
—processing time
—system memory

* human limits
—human attention and memory

* display limits

] Vis designers must take into account three irery different kinds of resource limitations:

—pixels are precious resource, the most constrained resource

—information density: ratio of space used to encode info vs unused whitespace

» tradeoff between clutter and wasting space, find sweet spot between dense and sparse

Why analyze?

* imposes structure on huge design

space

—scaffold to help you think
systematically about choices

—analyzing existing as stepping stone
to designing new

—most possibilities ineffective for
particular task/data combination

SpaceTree

TreeJuxtaposer

[SpaceTree: Supporting Exploration in Large
Node Link Tree, Design Evolution and Empirical
Evaluation. Grosjean, Plasant, and Bederson.
Proc. InfoVis 2002, p 57-64]

[TreeJuxtaposer: Scalable Tree Comparison Using Focus
+Context With Guaranteed Visibiity. ACM Trans. on
Grophics (Proc. SIGGRAPH) 22:453- 462,2003]

= Navigate = Select = Filter = Aggregate

<ty

What? How?
) Tree 3 Actions 3 SpaceTree
1?; 3 Present 2 Locate = Identify = Encode
T NE ' Ll =
@) Targets 3 TreeJuxtaposer

= Path between two nodes 2 Encode

LVs
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= Navigate = Select = Arrange

Further reading

* Visualization Analysis and Design. Munzner. AK Peters Visualization Series,
CRC Press, 2014.
—Chap |:What’s Vis, and Why Do It?
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Analysis framework: Four levels, three questions

* domain situation
—who are the target users?

* abstraction

—translate from specifics of domain to vocabulary of vis

* what is shown? data abstraction

* often don’t just draw what you're given: transform to new form

* why is the user looking at it? task abstraction
* idiom
* how is it shown?
« visual encoding idiom: how to draw
« interaction idiom: how to manipulate
* algorithm
—efficient computation

domain

abstraction

[A Nested Model of Visualization Design and Validation.
Munzner. IEEETVCG 15(6):921-928, 2009 (Proc. InfoVis 2009). ]

domain

abstraction

idiom

[A Multi-Level Typology of Abstract Visualization Tasks
Brehmer and Munzner. IEEETVCG 19(12):2376-2385, 2013 (Proc. InfoVis 2013).]
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Why is validation difficult?

« different ways to get it wrong at each level

A Domain situation
You misunderstood their needs

Q Data/task abstraction
You're showing them the wron

g thing

Visual encoding/interaction idiom
The way you show it doesn’t work

Algorithm
Your code is too slow

Why is validation difficult?

* solution: use methods from different fields at each level

A Domain situation problem-driven

anthropology/ Observe target users using existing tools work
ethnography
Q Data/task abstraction
. Visual encoding/interaction idiom
deslgn Justify design with respect to alternatives
computer Algorithm . dri
scienF::e Measure system time/memory technique-driven
Analyze computational complexity work
cognitive Analyze results qualitatively
psychology Measure human time with lab experiment (lab study)
anthropology/ Observe target users after deployment (field study)
ethnography  weasure adoption

[A Nested Model of Visualization Design and Validation. Munzner. IEEETVCG 15(6):921-928, 2009 (Proc. InfoVis 2009).]
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Three major datatypes

Dataset and data types
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ributes (columns) . . . Targetknown  Target unknow:
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* Visualization of Time-Oriented Data. Aigner, Miksch, Schumann, and Tominski. Springer,
201 1.
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Visual encoding

* analyze idiom structure

Definitions: Marks and channels

¢ marks ) points ) Lines (3 Areas
—geometric primitives o, ® B
° e o - /— /\/\ =
* channels ® Position ® Color
—control appearance of marks > Horizontal 5 Vertical > Both
—can redundantly code with multiple —e I D / / /
channels
® Shape @ Tilt

A ¥ / |/

® Size

> Length > Volume

v . . 30

> Area

"DDD

Visual encoding

* analyze idiom structure
—as combination of marks and channels

° ° [ )
° ° °
I . . o
1: 2: 3: 4:
vertical position vertical position vertical position vertical position
horizontal position horizontal position horizontal position
color hue color hue
size (area)
mark: line mark: point mark: point mark: point

Channels
Position on common scale '_HI
Position on unaligned scale = .
Length (1D size) I
Tilt/angle | S
Area (2D size) = u .

Depth (3D position)

Color luminance OFEnm °
£
s
Color saturation D . ’
Curvature ) ) )
§
Volume (3D size) v w7

Spatial region u ] .

Color hue HEEE
®,

Motion Do .Q.

Shape + O H A




Channels: Matching Types Channels: Rankings Channels: Expressiveness types and effectiveness rankings Accuracy: Fundamental Theory
(® Magnitude Channels: Ordered Attributes 3 Identity Channels: Categorical Attributes 3 Magnitude Channels: Ordered Attributes ® Identity Channels: Categorical Attributes ’ Mgnitude Canés: dr.ed ttributes ) E @ Idetity als: Cteorical Aftibtes } Steven’s Psychophysical Power Law: S= IV
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—— —— 5 AN A
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e AR . 51 s /5
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o i
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* expressiveness principle E * expressiveness principle E * expressiveness principle v S
Depth (3D position) e ——e L. Depth (3D position) e ——e & L. Depth (3D position) e ——e 2 L. E )
—match channel and data characteristics v —match channel and data characteristics H —match channel and data characteristics z 2 < g\,‘mess\“'s
‘\
Color lumi Color lumi . s Color lumi . . ©
clorminance Hrmm : clorminance Hrmm : « effectiveness principle cloriuminance Oemm « effectiveness principle g,
Color saturation OrmEm ’ Color saturation OrmEm ’ —encode most important attributes with Color saturation grmEm 7 —encode most important attributes with
Curvature 1)) . Curvature 1)) . highest ranked channels Curvature 1)) . highest ranked channels 0 S S S
5 s 8 Bl —spatial position ranks high for both
Volume (3D size) N Y » Volume (3D size) N Y = " Volume (3D size) v wyg 5 3 Physical Intensity 3
Accuracy:Vis experiments Discriminability: How many usable steps? Separability vs. Integrality Popout
Cleveland & McGill’s Results
i Hﬂﬂﬂﬂ mn o e * must be sufficient for number of * find the red dot o e
= —e—i . ) 0
= attribute levels to show - ? °
A = : —— o . Position Size Width Red how long does it take ..
——i —linewidth: few bins + Hue (Color) + Hue (Color) + Height + Green * parallel processing on many individual e e .
Positions | [Lm[h. 3 - Y Y et channels
10 s Wi 25 30 N ° Y ° . . ° ° ° ) )
og - o ot ° o® [ ) ° —speed independent of distractor count e ome
rowdsourced Results - -
QE s [P p— ° U . . ® ° K %o —speed depends on channel and amount of . -
o gg=| +—— ° ¢ Y . * . . ° ° difference from distractors - . .
Ang\es‘i @ Te Lol = ——i p— e o . . . "a
B - —e—i » serial search for (almost all) combinations
C";{:[j;{ %% i gg - e [Crowdsourcing Graphical Fully separable Some interference Some/significant Major interference —speed depends on number of distractors L e ML
® - e Perception: Using Mechanical Turk interference L -: .
Rectangular | | = D U D —— to Assess Visualization Design. = o= _‘: . "
lgnedoring E% T =l —e—i Heer and Bostock. Proc ACM Conf. 2 groups each 2 groups each 3 groups total: 4 groups total: KT . . :.. ® e ne
treemap) - Human Factors in Computing i i e L) e o
'E ' Y Y ;—Y.—q ] systoms (CHI) 2010, 203 — - \ integral area integral hue ne H e "4 "a® &
after Michael McGuffin course slides, hitp:/lprofs.etsmtl.calmmeguffin/ . " lwzg"" 25 e 212) 37 38 39 40
Popout Grouping . Relative vs. absolute judgements Relative luminance judgements
Marks as Links
S | —— . Containment Connection u ostly o wi ive ju ,No olu ion of lumi is contextu on co wi
o * perceptual system mostl erates with relative judgements, not absolute * perception of luminance is contextual based on contrast with
—— — — ———— e containment ol . . o m e e —that’s why accuracy increases with common frame/scale and alignment surroundings
- - - == % i - e oo e eN o —Weber’s Law: ratio of increment to background is constant !
— o — — o —— ® connection :
— — — — — — — — ES « filled rectangles differ in length by 1:9, difficult judgement
—_—— = — e — ° ° * white rectangles differ in length by 1:2, easy judgement
EEEA TS 3 Identity Channels: Categorical Attributes
- - LY : 4 - .
_— = o A : * proximity Spatial region '. [ |
- . < | i —same spatial region
—— T [ ) B
e N I . - ; « similarity Color hue EENR ’
- . . g X - N —same values as other . ® e o B B
o beemlta womesd . " ical ch | Motion «* A A A B
* many channels: tilt, size, shape, proximity, shadow direction, ... categorical channels o length position along position along .
. | . . . . unaligned aligned scale
but not all! parallel line pairs do not pop out from tilted pairs Shape + O N A common scale
M “ after [Graphical ir d Application to the Development of Graphical Methods. Cleveland and McGil. Journ. American Statistical Association 79:387 (1984), 531-554.] - http:/lf i.mit.edul/gallery/ch rsha “
Relative color judgements Further reading Outline o
. . . . . . . . . Encodi i
« color constancy across broad range of illumination conditions * Visualization Analysis and Design. Munzner. AK Peters Visualization Series, CRC : neoce i Manipulate Facet _REd"‘e
Press, 2014. « Session 1 8:30-10:00am « Session 3 1:00-2:30pm , @f;:f; I b S @‘_"f_"ge@ L e @
—Chap 5: Marks and Channels Visualization Analysis Framework Color & Interaction e attributes [ L L
. ion: iti _ et > Col
* On the Theory of Scales of Measurement. Stevens. Science 103:2684 (1946), 677—680. = Introduction: Definitions Map Color soder s f;uzr“ > Satuaton > minrce @ Select ® Partition ® Aggregate
. . . . - is: — Manipulate: Change, Select, Navigat "
* Psychophysics: Introduction to its Perceptual, Neural, and Social Prospects. Analysis: What, Why, How anipulate: -hange, Select, Navigate - e A, Convatre = LT
Stevens.Wiley, 1975 —Marks and Channels —Facet: Juxtapose, Partition, Superimpose , Angle,
-VViiey, : > Use Al e 1)) 6 g © Superi
* Graphical Perception: Theory, Experimentation, and Application to the Development of @ > sha <
: A 2 . . : 00-4- pe <
Graphical Methods. Cleveland and McGill. Journ. American Statistical Association * Seasion 2 10:30am-12:00pm Session 4 3:00-4:30pm _ +oma
Spatial Layout Guidelines and Examples = 5 :
§33332 33333 79:387 ( |984), 531-554. . > Motion
fi3dssandtaiists 33358 P ion in Vision. Healey. https/f du/faculty/healey/PP — Arrange Tables —Reduce: Filter, Aggregate Direction, Rate, Frequency,
e I ° . ® o o
. . http: .CSC. . y y i _ .
érceptlor.r m. ision. Hea .ey ttp://www.csc.ncsu.edu/faculty/heale _ Arrange Spatial Data Rules of Thumb ot
* Visual Thinking for Design.Ware. Morgan Kaufmann, 2008. — Arrange Networks and Trees —Q&A
* Information Visualization: Perception for Design, 3rd edition.Ware. Morgan
Kaufmann /Academic Press, 2004.
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Encode tables: Arrange space

Arrange tables

Keys and values

> Tables Idiom: scatterplot .
(® Express Values
Encode @ Express Values @ Axis Orientation ° ke), Attributes (columns) ° express VaerS [ ]
2 Rectilinear = Parallel 2 Radial —independent attribute e —quantitative attributes °®
® Arrange Tt <tz d ique ind look up i ;
—used as unique index to look up items
> Express > Separate ©® Separate, Order, Align Regions T/l\T ' q P Cell containing value * no keys, only values
5 S —simple tables: | key —data .
gl Separate Order o ] . o
mEE gl E - ® Layout Density —multidimensional tables: multiple keys > Multidimensional Table « 2 quant attribs
m RN L ey _ . H @ 10000~ ®
> Order > Align > Dense 2 Space-Filling * value . mark: points g £
> Align —dependent attribute, value of cell ! \ —channels 5000~ "
[4— Value in cell o e
B Lo L.l.l.l.l * classify arrangements by key count e * horiz + vert position . —— PSR
—0.1.2 many. —tasks carat ) ) ) carat }
, 1,2,
« find trends, outliers, distribution, correlation, clusters
> ]fey > 2 Ife{s > 3Keys > Man Kre{S (3 Express Values = ’I‘Key 2> 2 Keys > 3I$eys > ManyKeys[ —scalability
List Matrix Volume Subdivision
|| — ¢ hundreds of items
=={ f 3 BB o] HE g
49 50 sl [A layered grammar of graphics. Wickham. Journ. Computational and Graphical Statistics 19:1 (2010), 3-28.] 52
Some keys: Categorical regions Idiom: bar chart - - Idiom: line chart 20 Idiom: stacked bar chart
3 3 3
; * one key, one value s e * one key, one value 215 * one more ke
2 Separate 2 Order > Align 4 £ 5 £ 5 4 = 4
o m . —data 2 . 2 . —data 210 —data
.. mE mn nl * | categ attrib, | quant attribs o [ ] g o * 2 quant attribs 3@ 5 * 2 categ attrib, | quant attrib
Qo
> —mark: lines Q@‘ & \@&”& & 050* Q@‘b —mark: points 2 0 —mark: vertical stack of line marks
¥
—channels ¢ - f " ¢ « line connection marks between them ngs QQC) ng QQ’\ QQ‘b QQO' 6\0 Q,\'\ « glyph: composite object, internal structure from multiple marks
. X X X nimal fype nimal fype /1/ (‘/ q’ ,‘/ I\/ ’1/ /1/ ,1/
* regions: contiguous bounded areas distinct from each other length to express quant value —channels Vear ~channels [Using Visualization to Understand the
. . * spatial regions: one per mark « aligned lengths to express quant value el h and color h i
—using space to separate (proxmlty) P 8! ) P ; ) g gt P! q - ) ) ength and color hue Behqwor of Computer Systems. Bosch. Ph.D.
] ] o . . —separated horizontally, aligned vertically * separated and ordered by key attrib into horizontal regions * spatial regions: one per glyph thesis, Stanford Computer Science, 2001.]
—following expressiveness principle for categorical attributes —ordered by quant attrib _task —aligned: full glyph, lowest bar component
« use ordered attribute to order and align regions » by label (alphabetical), by length acerib (data-driven) « find trend ~ unaligned: other bar components
—task i ) . . - ) — —task
> 1Key > 2 Keys > 3Keys = Many Keys — connection marks emphasize ordering of items along key axis by explicitly showing relationship
List Matrix Volume Recursive Subdivision * compare, lookup values between one item and the next « part-to-whole relationship
E % l —scalability —scalability
l. s + dozens to hundreds of levels for key attrib 54 55 « several to one dozen levels for stacked attrib s
Idiom: streamgraph Choosing bar vs line charts “ Idiom: heatmap
. . 32 12— (® Axis Orientation
generalized stacked graph * depends on type of key i £ * two keys, one value
—emphasizing horizontal continuit] attrib i i —data 2 Rectilinear = Parallel > Radial
* vs vertical items —bar charts if categorical 0 Female Male ° Female Male * 2 categ attribs (gene, experimental condition)
[Stacked Graphs Geometry & A ics. Byron and W berg. } ) T
—data IEEE Trans.Visualization and Computer Graphics (Proc. InfoVis —line charts if ordered 60 60 * | quant attrib (expression levels) \ /
* 1 categ key aterib (artise) 2008) 16} 12451258 (200501  do not use line charts for £ e ~marks:area ' '
* | ordered key attrib (time) categorical key attribs ‘éiz I ;Z » « separate and align in 2D matrix I /l\
. i 2 2 —indexed by 2 categorical attributes
| quant value attrib (counts) _violates expressiveness 2 ° z o Y 8 > TKey ¥ > 2 Keys > Many Keys
—derived data 10-year-olds  12-year-olds 10-year-olds  12-year-olds —channels f

« geometry: layers, where height encodes counts
* | quant attrib (layer ordering)
—scalability
* hundreds of time keys
« dozens to hundreds of artist keys

—more than stacked bars, since most layers don’t extend across whole chart

principle
* implication of trend so strong
that it overrides semantics!

—“The more male a person is, the
taller he/she is”

after [Bars and Lines:A Study of Graphic Communication.
Zacks and Tversky. Memory and Cognition 27:6 (1999),
1073-1079.]

Matrix Recursive Subdivision

« color by quant attrib
— (ordered diverging colormap)

—task
« find clusters, outliers
—scalability

* IM items, 100s of categ levels, ~10 quant attrib levels

Idioms: scatterplot matrix, parallel coordinates
scatterplot matrix (SPLOM)

—rectilinear axes, point mark Mt | e L L

Scatterplot Matrix Parallel Coordinates

Math

Physics Dance Drama

—all possible pairs of axes

Physics

-

—scalability
Dance

* one dozen attribs
* dozens to hundreds of items

* parallel coordinates

Drama

EiEie
EiElR

BiE
RIpiE

Math
—parallel axes, jagged line representing item

—rectilinear axes, item as point

Physics  Dance  Drama

Table

Math  Physics Dance Drama
* axis ordering is major challenge 85 95 70 65
90 80 60 50
—scalability 65 50 90 90

50 40 95 80
40 60 80 920

* dozens of attribs

 hundreds of items
after [Visualization Course Figures. McGuffin, 2014.

Task: Correlation

scatterplot matrix

—positive correlation

price

* diagonal low-to-high
—negative correlation

« diagonal high-to-low
—uncorrelated

* parallel coordinates

—positive correlation

« parallel line segments
—negative correlation

« all segments cross at halfway point
—uncorrelated

« scattered crossings (1990), 664-675.]

[Hyperdimensional Data Analysis Using Parallel Coordinates.
Wegman. Journ. American Statistical Association 85:41 1

carat

[A layered grammar of graphics. Wickham. Journ.
Computational and Graphical Statistics 19:1
(2010), 3-28]

Figure 3. Parallel Coordinate Plot of Six-Dimensional Data lllustrating
Correlations of p = 1,.8,.2,0, -2, ~

2

Idioms: radial bar chart, star plot

* radial bar chart

—radial axes meet at central ring, line mark
* star plot

—radial axes, meet at central point, line mark
* bar chart

—rectilinear axes, aligned vertically

¢ accuracy

—length unaligned with radial
* less accurate than aligned with rectilinear

[Vismon: Facilitating Risk Assessment and Decision Making In Fisheries Management. Booshehrian, Méller, Peterman, and Munzner. Technical Report TR 201 1-04, Simon Fraser University,
School of Computing Science, 201 1.]

Idioms: pie chart, polar area chart

50000 carity
* pie chart ‘ -
—area marks with angle channel \ \.\Ez
—accuracy: angle/area less accurate than line length s
« arclength also less accurate than line length
* polar area chart :
—area marks with length channel " .

—more direct analog to bar charts

] g
* data iE

—1 categ key attrib, | quant value attrib § ! -
* task ‘ Ill iw

—part-to-whole judgements

clarity

[A layered grammar of graphics. Wickham. Journ. Computational and Graphical Statistics 19:1 (2010), 3-28.]
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Idioms: normalized stacked bar chart Idiom: glyphmaps Orientation limitations

@ Axis Orientation (® Layout Density dense software overviews
* task : * rectilinear: scalability wrt #axes o172 : o
> HH File
—part-to-whole judgements /\/\/\\/ * 2 axes best Rectilinear > Dense (cominioue
* rectilinear good for linear vs 3 problgmaf:ic 00000000 =
i . —more in afternoon 44 H =
* normalized stacked bar chart nonlinear trends /\\//\/\A/\/\/\//\/\/\//\/\A/ * 4+ impossible ss s = =
—stacked bar chart, normalized to full vert height  parallel: unfamiliarity, training time > Parallel e ¢ : =
—single stacked bar equivalent to full pie dial: i aralle oo ° . l
* high information density: requires narrow rectangle ~ O radial: perceptual limits T T T ]
* radial good for cyclic patterns O O O —angles lower precision than lengths  {

« pie chart —asymmetry between angle and length =
. . . . . o ‘ O dg C@ 6{8 d\/g * can be exploited! 2 Radial =
—information density: requires large circle @ Axis Orientation u ing Strengths and Weak  Radial Visualizati T
> 3 . ncovering Strengtns an ‘eaknesses of Radial Visualizations -
‘A  fectlinear > Pl ’ RaleaI an Empirical Approach. Diehl, Beck and Burch. IEEE TVCG (Proc. 4'_\ L <] Line 7254
sttt “ N A T§ A e InfoVis 16(6)935-942,2010] 71N Ee
v s
e 304 6 . 6 &7 [Visualization of test information to assist fault localization. Jones, Harrold, Stasko. Proc. ICSE 2002, p 467-477.) £
Further reading Outline Arrange spatial data Idiom: choropleth map
* Visualization Analysis and Design. Munzner. AK Peters Visualization Series, @ Use Given * use given spatial data
CRC Press, 2014. « Session 1 8:30-10:00am * Session 3 1:00-2:30pm 2 Geometry X ;\\é —when central task is understanding spatial
—Chap 7:Arrange Tables Visualization Analysis Framework Color & Interaction > Geographic relationships
. .. — Introduction: Definitions —Map Color > Other Derived
* Visualizing Data. Cleveland. Hobart Press, 1993. P ) * data
— Analysis: What,Why, How — Manipulate: Change, Select, Navigate > Spatial Fields
* A Brief History of Data Visualization. Friendly. 2008. _ Marks and Channels —Facet: Juxtapose, Partition, Superimpose s oo / , —geographic geometry
http: datavis.ca/milestone calar Fields (one value per cell) —table with | quant attribute per region ’
H > Isocontours H http://bl.ocks.org/mbostock/4060606
* Session 2 /0:30am-12:00pm * Session 4 3:00-4:30pm > Direct Volume Rendering * encoding lblocks orglmbostod
Spatial Layout Guidelines ar'1d Examples —use given geometry for area mark boundaries
— Arrange Tables —Reduce: Filter, Aggregate > Vector and Tensor Fields (many values per cell) —sequential Segmented colormap [more Iater]
— Arrange Spatial Data —Rules of Thumb > Flow Glyphs (local) S
— Arrange Networks and Trees -Q&A > Geometric (sparse seeds) RRAZ22
> Textures (dense seeds) OIOEC
] RRAZA
o http://www.cs.ubc.ca/~tmm/talks.htmli#vad | 6act @tamaramunzner 1 > Features (globally derived) 7 n
Beware: Population maps trickiness! Idiom: topographic map Idioms: isosurfaces, direct volume rendering Vector and tensor fields
* data \ * data s * data
—geographic geometry g / —scalar spatial field —many attribs per cell
—scalar spatial field 74 * | quant attribute per grid cell * idiom families
« | quant attribute per grid cell %~ . ¥ \‘\\ e task —flow glyphs
* derived data N ( . —shape understanding, spatial * purely local
https://xked.com/1 138 \ ; i - i W
[hitpsifix I —isoline geometry ) relationships [Interactive Volume Rendering Techniques. Kriss Master’ thess, geometric flow ¥ \ \\\\\‘\\\ N N
' 9 . University of Utah Computer Science, 2002.] + derived data from tracing particle \ \ ~I RPN
* isocontours computed for ) b * isosurface D trajectories e o L
specific levels of scalar values ’ D ~derived data: isocontours computed for « sparse st of seed points (mp 20 M et e e o L e
specific levels of scalar values R _texture flow
- St = X « direct volume rendering * derived data, dense seeds I S~ ~ s a4

f EN 7 —transfer function maps scalar values to

GEOGRAPHIC PROFIE MAPS WHICH PRE Land Information New Zealand Data Service color, opacity
BASICALLY JUST POPULATION MAPS

—feature flow \*\V/ S‘J ’Kj%/ %

« global computation to detect features

[Multidimensional Transfer Functions for Volume Rendering. Kniss, Kindimann, and Hansen. In The Visualization Handbook, —encoded with one of methods above [Topology tracking for the of time-dependent t flows. Tricoche,
73 74 edited by Charles Hansen and Christopher Johnson, pp. 189~2 10. Elsevier, 2005.] 75 Wischgoll, Scheuermann, and Hagen. Computers & Graphics 26:2 (2002), 249-257] 76
. . o o o . .
Vector fields Idiom: similarity-clustered streamlines Further reading Outline

* empirical study tasks
—finding critical points, identifying their
types

* data
—3D vector field

* Visualization Analysis and Design. Munzner. AK Peters Visualization Series,
CRC Press, 2014.

Session 1 8:30-10:00am

Session 3 1:00-2:30pm

« derived data (from field) —Chap 8:Arrange Spatial Data Visualization Analysis Framework Color & Interaction
identifyi L . TS . N ) - ion: iti —Map Col
identifying what type of critical point &)/ —streamlines: trajectory particle will follow  How Maps Work: Representation, Visualization, and Design. MacEachren. Introduction: Definitions ap ~-olor _
is at a specific location 7 Guilford Press, 1995 — Analysis: What, Why, How — Manipulate: Change, Select, Navigate
77 . . . .
—predicting where a particle starting at \;vj(’gf\(‘/g\‘ it = derived data (per streamline) . ' L. . X . — Marks and Channels —Facet: Juxtapose, Partition, Superimpose
a specified point will end up \ IR i = —curvature, torsion, tortuosity * Overview of v.|suaI|zat|on. Schroeder and. Margn. In The Visualization
(advection) v AN —signature: complex weighted combination Handbook, edited by Charles Hansen and Christopher Johnson, pp. 3-39.

i i El ier, 2005 * Session 2 10:30am-12:00pm * Session 4 3:00-4:30pm

s o ey e Aoy o o o T —compute cluster hierarchy across all signatures Sevier, £095. Spatial Layout Guidelines and Examples

—encode: color and opacity by cluster * Real-Time Volume Graphics. Engel, Hadwiger, Kniss, Reza-Salama, and Weiskopf| — Arrange Tables —Reduce: Filter, Aggregate
/AL ﬁ\ m W * tasks AK Peters, 2006. — Arrange Spatial Data —Rules of Thumb
\W/ y ﬂ% % —find features, query shape * Overview of flow visualization.Weiskopf and Erlebacher. In The Visualization — Arrange Networks and Trees -Q&A

+ scalability ot Jons, oo, Mt Mt on s EEETors. Handbook, edited by Charles Hansen and Christopher Johnson, pp. 26 1-278.
P _— o . Visualization and Computer Graphics 19:8 (2013), 1342—1353] .

gﬁfﬁf‘;ﬁ?ﬁiﬁﬂéﬂiﬂd Hagen. C:r’nputers & Graphics 26:2 (2002), zflz;'iiT;‘;S(he' 7 —millions of samples, hundreds of streamlines Elsevier, 2005.

78

7 http://www.cs.ubc.ca/~tmm/talks.html#vad | 6act @tamaramunzner 8




Arrange networks and trees

3 Node-Link Diagrams

Connection Marks

« NETWORKS | « TREES

® Adjacency Matrix - [ ]

Derived Table L L
" E
mnm
]
® Enclosure
Containment Marks EEER HEEE ER

Idiom: force-directed placement

* visual encoding

—link connection marks, node point marks s 7 )
* considerations o WEXH R
—spatial position: no meaning directly encoded L ° ‘
* left free to minimize crossings LR

—proximity semantics?
« sometimes meaningful
« sometimes arbitrary, artifact of layout algorithm

* tension with length
—long edges more visually salient than short

* tasks

—explore topology; locate paths, clusters
* scalability

—node/edge density E < 4N

Idiom: sfdp (multi-level force-directed placement)

* data
—original: network
—derived: cluster hierarchy atop it

considerations

—better algorithm for same encoding
technique

« same: fundamental use of space

* hierarchy used for algorithm speed/quality but

not shown explicitly Hu.The Mathematica Journal 10:37-71,2005.]

* (more on algorithm vs encoding in afternoon)
scalability
—nodes, edges: | K-10K
—hairball problem eventually hits

ALLERYIGRAPH heml

[Efficient and high quality force-directed graph drawing.

Idiom: adjacency matrix view N
» data: network E(E/D

—transform into same data/encoding as heatmap

[NodeTrix: a Hybrid Visualization of Social Networks.
Henry, Fekete, and McGuffin. IEEE TVCG (Proc. InfoVis)
13(6):1302-1309, 2007.]

« derived data: table from network

—1| quant attrib
* weighted edge between nodes

—2 categ attribs: node list x 2 I "1 " . N /
. . ) . ek

* visual encoding F »:Wf;u
—cell shows presence/absence of edge - [ -

* scalability
— 1K nodes, IM edges

y el e
Wl
R R

[Points of view: Networks. Gehlenborg and Wong. Nature Methods 9:115.]

Connection vs. adjacency comparison

a acliques ——

* adjacency matrix strengths
—predictability, scalability, supports reordering

—some topology tasks trainable i
"\ bicliques{\:

node-link diagram strengths
—topology understanding, path tracing W

clusters <

—intuitive, no training needed

empirical study
—node-link best for small networks
—matrix best for large networks

« if tasks don’t involve topological structure!

[On the readability of graphs using node-link and matrix-based
representations: a controlled experiment and statistical analysis.
Ghoniem, Fekete, and Castagliola. Information Visualization 4:2
(2005), 1 14-135]

Idiom: xradial node-link tree

* data
—tree

encoding
—link connection marks
—point node marks
—radial axis orientation
* angular proximity: siblings
« distance from center: depth in tree
* tasks
—understanding topology, following paths

* scalability
—1K - 10K nodes

http:/Imbostock.github.com/d3/exitree.html 86

Idiom: treemap

* data
—tree
—1 quant attrib at leaf nodes

encoding
—area containment marks for hierarchical structure

..
e

—rectilinear orientation

—size encodes quant attrib

* tasks

htm!

—query attribute at leaf nodes

* scalability

— 1M leaf nodes

Link marks: Connection and containment

® Connection @ Containment

marks as links (vs. nodes)
—common case in network drawing : : : :

— 1D case: connection

* ex:all node-link diagrams
« emphasizes topology, path tracing

=

 networks and trees

—2D case: containment

* ex:all treemap variants
« emphasizes attribute values at leaves (size coding)

« only trees

Node-Link Diagram Treemap
[Elastic Hierarchies: Combining Treemaps and Node-Link
Diagrams. Dong, McGuffin, and Chignell. Proc. InfoVis
2005, p. 57-64.]

Tree drawing idioms comparison

o

* data shown

& n I ‘

£29899%%¢%

— link relationships

—tree depth

—sibling order
* design choices
— connection vs containment link marks

—rectilinear vs radial layout

— spatial position channels

|
|
|

* considerations

—redundant? arbitrary? G H

[Quantifying the Space-Efficiency of 2D Graphical
Representations of Trees. McGuffin and Robert. Information
Visualization 9:2 (2010), 1 15-140.]

—information density?
* avoid wasting space

Further reading

* Visualization Analysis and Design. Munzner. AK Peters Visualization Series, CRC Press,
2014.

—Chap 9:Arrange Networks and Trees

* Visual Analysis of Large Graphs: State-of-the-Art and Future Research Challenges. von
Landesberger et al. Computer Graphics Forum 30:6 (201 1), 1719-1749.

* Simple Algorithms for Network Visualization: A Tutorial. McGuffin. Tsinghua Science and
Technology (Special Issue on Visualization and Computer Graphics) 17:4 (2012), 383—-398.

* Drawing on Physical Analogies. Brandes. In Drawing Graphs: Methods and Models, LNCS
Tutorial, 2025, edited by M. Kaufmann and D.Wagner, LNCS Tutorial, 2025, pp. 71-86.
Springer-Verlag, 2001.

* http://www.treevis.net Treevis.net: A Tree Visualization Reference. Schulz. IEEE Computer
Graphics and Applications 31:6 (201 1), I 1-15.

* Perceptual Guidelines for Creating Rectangular Treemaps. Kong, Heer, and Agrawala. |EEE
Trans.Visualization and Computer Graphics (Proc. InfoVis) 16:6 (2010), 990-998.

Outline

 Session 1 8:30-10:00am
Visualization Analysis Framework

Session 3 1:00-2:30pm
Color & Interaction

— Introduction: Definitions —Map Color
— Analysis: What,Why, How

— Marks and Channels

— Manipulate: Change, Select, Navigate

— Facet: Juxtapose, Partition, Superimpose

Session 2 10:30am-12:00pm Session 4 3:00-4:30pm

Spatial Layout Guidelines and Examples
— Arrange Tables —Reduce: Filter, Aggregate
— Arrange Spatial Data —Rules of Thumb
— Arrange Networks and Trees -Q&A

http://www.cs.ubc.ca/~tmm/talks.html#fvad | 6act @tamaramunzner
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Idiom design choices: Encode

Encode
® Arrange
2 Express 2 Separate from categorical and ordered
attributes
-.. 1
| B > Color
= Hue = Saturation = Luminance
2 Order 2 Align uEE um [ ]
.auul = Size, Angle, Curvature, ...
el e 1))

> Use

- Shape
+ O N A

2 Motion
Direction, Rate, Frequency, ...

Categorical vs ordered color

Order Date Year
CED
2o
CED
CED

51,500,000

51,000,000

Sales

5500000

s0

January
February
March
Apri
May
June
Juty

August
seplember

October
November
Docember

= ST 1
& [ L
Order Date Year k'
2010 % 2
51,500,000 o 2on N 3
FED T ==y
W2 { )

51,000,000

Sales

5500000

50

January
February
March
April

May

June
July
August
September
October
November
December

Stone.Tableau Customer Conference 2014.]

[Seriously Colorful: Advanced Color Principles & Practices.

9

Color: Luminance, saturation, hue

¢ 3 channels

Luminance
—identity for categorical
o hue Saturation
—magnitude for ordered
Hue

* luminance

* saturation
* RGB: poor for encoding
* HSL: better, but beware ~Comers of the RGB

HE EOHE
HE EHOHE
H BEN
H DEEE
H DED
O DOmO

color cube
—lightness # luminance
i L from HLS
P All the same

Luminance values

_§ | |ujmim

9

v

Spectral sensitivity

1.0 \
o8 /\
o0 /\

04 / \

0.2 / \

500 600 700
Wavelength (nm)

o T S

Relative Sensitivity

400

Visible Spectrum

Opponent color and color deficiency

* perceptual processing before optic nerve
—one achromatic luminance channel L

—edge detection through luminance contrast
—two chroma channels, R-G and Y-B axis

Color information

* “color blind” if one axis has degraded acuity /
—8% of men are red/green color deficient
—Dblue/yellow is rare

[Seriously Colorful: Advanced Color Principles & Practices.

Stone.Tableau Customer Conference 2014.]

%




Designing for color deficiency: Check with simulator

Normal
vision

http://rehue.net

Designing for color deficiency: Avoid encoding by hue alone

Martet

* redundantly encode

— vary luminance o

South ——
West. |

— change shape o e

5120000 $160.000 5200000
cocs

il Apple Store |il Apple Store

et —— |

iPhones unavailable iPhones unavailable ol s 1O 5200000 5240000 5200,000

Deuteranope simulation

Wednesday, July 4 Wednesday, July 4

Color deficiency: Reduces color to 2 dimensions

Designing for color deficiency: Blue-Orange is safe

o ©
* > } Change the shape
® ®
[Seriously Colorful: Advanced Color Principles & Practices. Vary luminance i )
Stone.Tableau Customer Conference 2014.] e e Deuteranope Tritanope s
97 [Seriously Colorful: Advanced Color Principles & Practices. Stone. Tableau Customer Conference 2014] % [Seriously Colorful: Advanced Color Principles & Practices. Stone.Tableau Customer Conference 2014.] 99 [Seriously Colorful: Advanced Color Principles & Practices. Stone.Tableau Customer Conference 2014.] 100
Bezold Effect: Outlines matter Color/Lightness constancy: lllumination conditions Color/Lightness constancy: lllumination conditions Colormaps
. . Binary y Categorical
* color constancy: simultaneous contrast effect > Coegoneal n E H
\ \ H f > Ordered
5 ‘ \ > Sequential > Diverging
5 g L
P )

[Seriously Colorful: Advanced Color Principles & Practices. Stone.Tableau Customer Conference 2014.]

101

i
Image courtesy of John McCann

;
Image courtesy of John McCann
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Diverging .:-

-10+

3
2 Sequential
1

after [Color Use Guidelines for Mapping and Visualization. Brewer, | 994.

a/cab38/ColorSch/Scl

p:

htmi]

Colormaps
P Categorical
. Binar y g
- Categorical Y z E nﬂg TEA
HEE -
TFA Categorical
- Ordered s ) = : %
> Sequential > Diverging Y H ? §
n & “
] 04 TFA

- Categorical

- Bivariate 3
Diverging .:. 2 Sequential
10+ 1

after [Color Use Guidelines for Mapping and Visualization. Brewer, 1994.

htp: /cab38/ColorS

html]

105

Colormaps
P Categorical
. Binar y 2 Categorical
= Categorical Y :: E n mg E ?
L[] | ©
TFA Categorical
> Ordered Diverging N 3 2
> Sequential > Diverging y g ? ?‘,
n 5 &
' | TFA
Diverging
- Bivariate 3
g
. Diverging g Sequential
,—I—. use with care! 3
3
10+

Sequential
3
2
[ - 1
0

) 255075

Diverging

iverging

Di
Sequential

-1

after [Color Use Guidelines for Mapping and Visualization. Brewer, 1994.
htep:, . a/cab38/ColorSc html]

Colormaps
Categorical
. Binar, y 2 - Categorical
= Categorical Y :: H n | | |§ TFA ?
L[] ] ©
TFA Categorical
> Ordered Diverging . 3 .§
> Sequential > Diverging Y E s f §
n 3 3
]
L] 10+ o TFA
Diverging
> Bivariate 3 3
. . < "
Diverging .:- § 2 Sequential
10+ 3 1
104
* color channel interactions Diing Sequgntial
2 3 3
—si i i S <
size heavily affects salience EEN g 2 5
« small regions need high saturation E 1 b
R 10+ 255075
« large need low saturation
! . ) Color Use Guidelines for Mapping and Visualization. Brewer, 1994,
—saturation & luminance: 3-4 bins max aﬁ:'[ e e e ey

« also not separable from transparency

107

Categorical color: Discriminability constraints

* noncontiguous small regions of color: only 6-12 bins

Scale (mb)

0 40 80

2 1.2 3 4 56 7 8 9 10

“HNIEE R
™ I N 1

N
7 9 10 11 12

= = E

B =0m_ =

L H 5 I I
==

HHILTEEE

13 14 15 16 17 18 19 20 21 22 X Y 11 12 13 14 15 16 17 18 19 X Y

Human Mouse

[Cinteny: flexible analysis and visualization of synteny and genome in multiple organi

. Sinha and Meller. BMC Bioinformatics, 8:82, 2007.]

108

ColorBrewer

* http://www.colorbrewer?2.org
* saturation and area example: size affects salience!

Ordered color: Rainbow is poor default

* problems
—perceptually unordered

—perceptually nonlinear
* benefits

—fine-grained structure visible

and nameable
(Vis), pp. 118-125,1995.]

[Why Should Engineers Be Worried About Color? Treinish and Rogowitz 1998,

[Transfer Functions in Direct Volume Interface, Interaction. Kindimann. SIGGRAPH 2002 Course Notes]

Ordered color: Rainbow is poor default

* problems
—perceptually unordered

—perceptually nonlinear

* benefits

—fine-grained structure visible
and nameable

* alternatives

—large-scale structure: fewer
hues

(Vis),pp. 118-125,1995]

[Why Should Engineers Be Worried About Color? Treinish and Rogowitz 1998,

[Transfer Functions in Direct Volume Interface, Interaction. Kindimr

IGGRAPH 2002 Course Notes]

Ordered color: Rainbow is poor default

* problems
—perceptually unordered
—perceptually nonlinear

* benefits

—fine-grained structure visible
and nameable

* alternatives ,
—large-scale structure: fewer -
hues
—fine structure: multiple hues

with monotonically increasing
luminance [eg viridis R/python]

[Why Should Engineers Be Worried About Color? Treinish and Rogowitz 199

[Transfer Functions in Direct Volume Interface, Interaction. Kindimar

IGGRAPH 2002 Course Notes]




Ordered color: Rainbow is poor default

* problems

—perceptually unordered

—perceptually nonlinear

* benefits

—fine-grained structure visible
and nameable

* alternatives
—large-scale structure: fewer 7
hues
—fine structure: multiple hues
with monotonically increasing
luminance [eg viridis R/python]

—segmented rainbows for binned 22

[Why Should Engincers Be Worried About Color? Treiish and Rogowitz 1998,
"3
Interface, Ineracton. Kindiman

[Transfer Functions in Direct Volume in. SIGGRAPH 2002 Course Notes]

J]

Viridis
colorful, perceptually uniform,

colorblind-safe, monotonically
increasing luminance

canbow
heat

ttps//can.r-projec.orgwb/pakages/
viridis/vignettes/intro-to-viridis.html

Map other channels

* size
—length accurate, 2D area ok, 3D volume poor
* angle
—nonlinear accuracy
* horizontal, vertical, exact diagonal
* shape
—complex combination of lower-level primitives
—many bins
* motion
—highly separable against static
* binary: great for highlighting
—use with care to avoid irritation

® Size, Angle, Curvature, ...
= Length -—

- Angle | //_
> Area -« ml

= Curvature | ) ) )

= Volume v Wy

(3 Shape
+ Ol A

3 Motion

- Motion e o

Direction, Rate,
° G
Frequency, ...

s

Angle

i YR
e 12, BN PN 71N
Sequential ordered Diverging ordered Cyclic ordered
line mark or arrow glyph arrow glyph arrow glyph

16

Further reading

* Visualization Analysis and Design. Munzner. AK Peters Visualization Series, CRC Press,
2014
—Chap 10: Map Color and Other Channels

* ColorBrewer, Brewer.
—http://www.colorbrewer2.org

* Color In Information Display. Stone. IEEE Vis Course Notes, 2006.
—http://www.stonesc.com/Vis06

* A Field Guide to Digital Color. Stone.AK Peters, 2003.

* Rainbow Color Map (Still) Considered Harmful. Borland and Taylor. [EEE Computer Graphics
and Applications 27:2 (2007), 14-17.

Outline

Session 1 8:30-10:00am .
Visualization Analysis Framework

— Introduction: Definitions
— Analysis: What,Why, How
— Marks and Channels

Session 2 [0:30am-12:00pm
Spatial Layout

— Arrange Tables

Session 3 1:00-2:30pm
Color & Interaction

—Map Color
— Manipulate: Change, Select, Navigate
—Facet: Juxtapose, Partition, Superimpose

Session 4 3:00-4:30pm
Guidelines and Examples

—Reduce: Filter, Aggregate

Manipulate

Facet Reduce

£ ® Change 3 Juxtapose @ Filter

® Partition 3 Aggregate

L

®

® Arrange ® Map
> Express > Separate from categorical and ordered 3 ol
. - attributes E . A
—— -.-. -3
= > Color
> Order > Align -)H(:.. dSarur::on ~)Lum:=n(ﬁ :@ Select
(1] 5 ® ..,
\L. L.l.l.l.l 2 Size, Angle, Curvature, ... 4 L
> Use -l 12— 1))D ®
1 9
2 Shape 2 g
+ O HA
= Motion

Direction, Rate, Frequency,

& e

How to handle complexity: | previous strategy + 3 more

> Derive Manipulate Facet Reduce
- Va ® Change ® Juxtapose ® Filter
= < . - L.
= | Se | |

* derive new data to @ Select ® Partition ® Aggregate

show within view L ‘ED

* change view over time
* facet across multiple @ Navigate ® Superimpose @

* Visual Thinking for Design.Ware. Morgan Kaufmann, 2008. — Arrange Spatial Data —Rules of Thumb L) .
N ) ) . —Q8A views <ty
* Information Visualization: Perception for Design, 3rd edition.Ware. Morgan Kaufmann / — Arrange Networks and Trees e
Academic Press, 2004. * reduce items/attributes . "
* https://cran.r-project.org/web/packages/viridis/vignettes/intro-to-viridis.html ithin si i
° ° ° I http://www.cs.ubc.ca/~tmm/talks.html#vad | éact @tamaramunzner s 1" within smgle view 120
Manipulate Change over time Idiom: Re-encode System: Tableau Idiom: Reoxder System: LineUp
) ) + change any of the other choices * data: tables with many attributes
(® Change over Time 3 Navigate i
—encoding itself * task: compare rankings
o . ® .. 2 Item Reduction > Attribute Reduction 4
Lt O —parameters
. > Zoom > Slice
Geometric or Semantic . . —arrange: rearrange, reorder
. - - - .
LA P —aggregation level, what is filtered...
3 Select : B -
I @ . > Pan/Translate > Cut —interaction entails change
e AT, ..
( LI : ) ° . ‘e A : .
= Constrained = Project
= ™ A — = = iy OO ‘ii"_"' il e mmi
o » made using Tableau, hltp.‘ / /tableausoﬂware. com » g.t;r;e-?l;lp;;’:sluzal( 237!;5):32 ;”7 I;I_uzké'—gz;ibute Rankings. Gratzl, Lex, Gehlenborg, Pfister, and Streit. IEEE Trans.Visualization and Computer Graphics (Proc. InfoVis -

Idiom: Realign System: LineUp Idiom: Animated transitions Select and highlight Navigate: Changing item visibility

* stacked bars
—easy to compare

« first segment
« total bar

* align to different segment || |
—supports flexible comparison — L
4 2012 \
-0m_
Pl Gistors W Teaung  itamaona et
nJu:_ﬁ L] - il |
.
[ ]
E(un 07 514(051) 801(08) 59(059)
[ ]

[LineUp:Visual Analysis of Multi-Attribute Rankings.Gratzl, Lex, Gehlenborg, Pfister, and Streit. IEEE
Trans.Visualization and Computer Graphics (Proc. InfoVis 2013) 19:12 (2013),2277-2286.] 125

* smooth transition from one state to another

—alternative to jump cuts

—support for item tracking when amount of change is limited

* example: multilevel matrix views

» example: animated transitions in statistical data graphics
- //vim m/19278444

design choices
—how many selection types?
* click vs hover: heavyweight, lightweight
* primary vs secondary: semantics (eg source/target)

—color
* limitation: existing color coding hidden
—other channels (eg motion)
—add explicit connection marks between items

selection: basic operation for most interaction

® Select

highlight: change visual encoding for selection targets

127

. . (3 Navigate
* change viewpoint

- . S = Item Reduction
—changes which items are visible within view

> Zoom
Geometric or Semantic

* zoom R
) - } e, [ ]
—geometric zoom: familiar semantics . [

—semantic zoom: adapt object representation based on available pixels

—camera metaphor

»  dramatic change, or more subtle one 2 Pan/Translate
. o .
pan/translate .
<O
* rotate

—especially in 3D 2 Constrained

—constrained navigation . .
« often with animated transitions oo °

« often based on selection set




Idiom: Semantic zooming System: LiveRAC

S
&

* visual encoding change
—colored box
—sparkline
—simple line chart
—full chart: axes and tickmarks

Navigate: Reducing attributes
* continuation of camera
metaphor
—slice

= Attribute Reduction

* show only items matching specific
value for given attribute: slicing plane

« axis aligned, or arbitrary alignment > Cut
—cut Lt AT,
. ) . .
« show only items on far slide of plane
from camera > Project

—project

ool

* change mathematics of image creation

Further reading

* Visualization Analysis and Design. Munzner. AK Peters Visualization Series,
CRC Press, 2014.

—Chap 1 I: Manipulate View

* Animated Transitions in Statistical Data Graphics. Heer and Robertson. |[EEE Trans.

on Visualization and Computer Graphics (Proc. InfoVis07) 13:6 (2007), 1240—
1247.

* Selection: 524,288 Ways to Say “This is Interesting”. Wills. Proc. [EEE Symp.
Information Visualization (InfoVis), pp. 54-61, 1996.

* Smooth and efficient zooming and panning. van Wijk and Nuij. Proc. IEEE Symp.

Outline

Session 1 8:30-10:00am
Visualization Analysis Framework

— Introduction: Definitions
— Analysis: What,Why, How
— Marks and Channels

Session 2 [0:30am-12:00pm
Spatial Layout

— Arrange Tables

» Session 3 [:00-2:30pm
Color & Interaction

—Map Color
— Manipulate: Change, Select, Navigate

—Facet: Juxtapose, Partition, Superimpose

* Session 4 3:00-4:30pm
Color & Interaction

—Reduce: Filter; Aggregate

Information Visualization (InfoVis), pp. 15-22,2003. — Arrange Spatial Data —Rules of Thumb
— —orthographic . . . L N . . . . A N ks and Ti —-Q&A
— perspective « Starting Simple - adding value to static visualisation through simple interaction. Dix — Arrange Networks and [rees
fd P —many others: Mercator, cabinet, ... and Ellis. Proc. Advanced Visual Interfaces (AVI), pp. 124134, 1998.
[LiveRAC - Interactive Visual Exploration of System Time-Series Data. McLachlan, Munzner, Koutsofios, and North. Proc. ACM Conf. Human [Interactive Visualization of Multimodal Volume Data for Neurosurgical Tumor Treatment. Rieder, Ritter, Raspe, and Peitgen. Computer Graphics Forum (Proc.
Factors in Computing Systems (CHI), pp. ,433 1492, 2008 129 EuroVis 2008) 27:3 (2008), 1055-1062.] 130 131 http://www.cs.ubc.ca/~tmm/talks.html#fvad | 6act (@tamaramunzner  1»
Facet Juxtapose and coordinate views Idiom: Linked highlighting System: EDV Idiom: bird’s-eye maps System: Google Maps
. . * see how regions P st « encoding: same T T
@ Juxtapose = Share Encoding: Same/Different conti ; ; cochssenE] 8 : ] A S Rl
. . guous in one view « data: subset shared T 100 o
R T > Linked Highlighting are distributed within ~ ata: subset share 05 )
| . = another — , ‘ * navigation: shared Redton) @) niton P
wh . . X [ Assists - puto CHits/Years - C Az : [ 1)
1 o’ 00 & —powerful and 9 > y 5

® Partition
LT

® Superimpose

) o

133

= Share Data: All/Subset/None

||II|| e ‘e

= Share Navigation

) ||I|||)

pervasive interaction
idiom

[ Position

_UUL:DD;M:}

* encoding: different
—multiform

* data: all shared

[Visual Exploration of Large Structured Datasets. Wills. Proc. New Techniques
and Trends in Statistics (NTTS), pp. 237-246.10S Press, 1995.]
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—bidirectional linking

differences

—viewpoint

—(size)

* overview-detail

o ]
50 vk
100 km @200 Googlel- Map data G20MZ MDAt Snlemss% Lt

[A Review of Overview+Detail, Zooming, and Focus+Context Interfaces.

it Kaikoura
Greymouth Ourellie Hammer

- Springs

Cheviot

ckitka ez -
(6 ] 1 A
1)

Oxford  Rangipra
poi
~"Christchurch

Darfeld - eingon Nu

Methven Rolleston

Leeston

Cockburn, Karlson, and Bederson. ACM Computing Surveys 41:1 (2008),

1-31]
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Idiom: Smnall multiples

System: Cerebral

;BH QR G B @ swr D) "B @ §LPS-1 (&2 LPSLL37_1 57
o

Coordinate views: Design choice interaction

Why not animation?

System: Improvise

* encoding: same == . Data * disparate frames and e * investigate power
ions: i of multiple views
e data: none shared All Subset None regions: comparison A PI
i ~— —pushing limits on
—different attributes | ‘. ) 5 difficult /' 3 \F:iew ciunt
for node colors LPS_2 £°| LpsLLsz_2 &2 (o)) Same 4 O\Il:)erzl?lW/ o’ ’ See e —Vs contiguous frames { - bt ), interaction
& ) etai . oA .
—(same network £ dul Small Multiples —vs small region QR §< “ complexity
layout) 8 ) —vs coherent motion of group — 55— 7 X —how many is ok?
st & |||I I|I|I Multiform, — o * open research
* navigation: shared Different Overview/ -, 3 qu:estion
o = Multiform . "« Detail . \-_ 7 |\ P .
- = * safe special case aepste CERSCH VST TH N\ —reorderable lists
' i ps LGt N riancrgion .
* why juxtapose views? —animated transitions s ) O Ny easy lookup
E . P ® . (] ® « useful when
- —benefits: eyes vs memory -, linked to other
= ot 5o * lower cognitive load to move eyes between 2 views than remembering previous state with o=-9 BT encodings
. = J single changing view o ) o ) )
[Cerebral:Visualizing Multiple Experimental Con aGi t. Barsky, Munzner, Gardy, and Kincaid. IEEE Trans. - displ 2 vi ide by sid hh ly half th £ . [‘?”‘Id’."g HIgth—Cot.)rdlnated Visualizations In Improvise. Weaver. Proc. IEEE Symp. Information
Visualization and Computer Graphics (Proc. InfoVis 2008) 14:6 (2008) 1253-1260.] 137 —costs: display area, 2 views side Dy side eac ave only half the area of one view 139 Visualization (InfoVis), pp. 159—166, 2004.] 140
Partition into views Partitioning: List alignment Partitioning: Recursive subdivision System: HIVE | Partitioning: Recursive subdivision System: HIVE
- . s . . . * single bar chart with grouped bars * small-multiple bar charts . . . . ! ) ]
* how to divide data between views (3 Partition into Side-by-Side Views gl't e group il P. o « split by neighborhood . T e T el el il « switch order of splits
o . ) —split by state into regions —split by age into regions F: n‘g | 'ﬁ q .
—spllt Into regions b)’ attributes . O « complex glyph within each region showing all * one chart per region * then b)’ type -J :- Ja‘ - L —type then nelghborhOOd
L. . . I T K
—encodes association between items . e o ages —compare: easy within age, harder « then time * switch color
using spatial proximity °° ° —compare: easy within state, hard across ages across states iingdony) Bremni Hiaguiesg Newnam,) Barking by price variation
—years as rows Y A e -
—order of splits has major implications 10 g I o5 Years and Over ';% 7 h | . :
P 2000 - I _
for what patterns are visible 10012 B zstosve o — — e months as columns (‘i 3 ;
. .. . 9018 M 141017 Years s . : Houns.ow- Eali s R th'?'l Towor Hailots | Greenwichy .
* no strict dividing line 50 5 Unersvems 3- L color by price o U}%ﬁ. ﬁ?‘-ﬁ' el s ! typé hp?atterr;s . hich
: : p f . - [ o | 5 —within specific type, whic
—view: big/detailed ; 70 i e S e — = ;
g T . ® 60 0 . ; 4 { neighborhoods
* contiguous region in which visually i i ° s ;}— — e * neighborhood patterns s Kingeigey Me e e S°““h:§?-;@ Bexley inconsistent
encoded data is shown on the display w0 vv% where it's expensive I x> y r k
! —
_ . - o —— e
g,yf:j‘e:T vf/,ili:ciz::rnal structure that arises X 22 yl}— S — — —where you pay much more Suttony| Croydon | Lambetiy| Lewisham: | Bromiey
‘ oy T T T e e for detached type r ok p
from multiple marks e " i
P = ;3 [Configuring Hierarchical Layouts to Address Research Questions. Slingsby, Dykes, and Wood. IEEE Transactions on Visualization and Computer Graphics

141

(Proc. InfoVis 2009) 15:6 (2009), 977-984.]

[Configuring Hierarchical Layouts to Address Research Questions. Slingsby, Dykes, and Wood IEEE Transamans on Visualization and Computer Graph:cs

(Proc. InfoVis 2009) 15:6 (2009), 977-984.]
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Partitioning: Recursive subdivision System: HIVE

« different encoding for )

Rarnet

second-level regions
—choropleth maps

Fer ﬁ@’[

[Configuring Hierarchical Layouts to Address Research Questions. Slingsby, Dykes, and Wood. IEEE Transactions on Visualization and Computer Graphics

Partitioning: Recursive

* size regions by sale
counts
—not uniformly

* result: treemap

-= - LS g
[Configuring Hierarchical Layouts to Address Research Questions. Slingsby, Dykes, and Wood. IEEE Transactions on Visualization and Cor

subdivision

System: HIVE

Ji‘l{?ﬁ
L=t e

Dt

m‘pute:: Graphics

Superimpose layers

* layer: set of objects spread out over region
—each set is visually distinguishable group

—extent: whole view 3 Superimpose Layers

* design choices 3 . .

—how many layers, how to distinguish? 00 © e

* encode with different, nonoverlapping channels
* two layers achieveable, three with careful design

—small static set, or dynamic from many possible?

Static visual layering

* foreground layer: roads
—hue, size distinguishing main from minor

S
POINT REYES

NATIONAL

SEASHORE

—high luminance contrast from background

background layer: regions

—desaturated colors for water, parks, land 0
areas 0

PACIFIC OCEAN
10 Kilometers:

Tomies  San Francisko

user can selectively focus attention

“get it right in black and white”

—check luminance contrast with greyscale

view POINT REYES
NATIONAL
SEASHORE
[Get it right in black and white. Stone. 2010.
http:/lwww.stonesc.com/wordpress/20 1 0/03/get-it-right-in-black-and-white] 0 10Kiometers
o 10 Miles San Francisco

(Proc. InfoVis 2009) 15:6 (2009), 977-984.] (Proc. InfoVis 2009) 15:6 (2009), 977-984.] 147 148
Superimposing limits Dynamic visual layering System: Cerebral Further reading Outline
* few Iayer‘s, but many lines * interactive, from p= - S ETASe—i . Visi:Iizatic.:n Analysis aﬁd I:?esign.Munzner. AK Peters Visualization Series, CRC Press, 2014.
o i - —Chap 12: Facet Into Multiple Views . X
—uptoa few dozen selection Wi AL s A ™ « A Review of Overview+Detail, Zooming, and Focus+Context Interfaces. Cockburn, Karlson, and Bederson. ACM Computing Surveys * Session 1 8:30-/10:00am * Session 3 /:00-2:30pm
. e 41:1 (2008), 1-31. Visualization Analysis Framework Color & Interaction
—but not hundreds —llghtWEIght. click * A Guide to Visual Multi-Level Interface Design From Synthesis of Empirical Study Evidence. Lam and Munzner. Synthesis Lectures on PR e _
. i Visualization Series. M a 12610 — Introduction: Definitions Map Color
* superimpose vs juxtapose: empirical study —very lightweight: hover fsualization Series, Horgan laypool, 23 0. ) . ~
* « Zooming versus multiple window interfaces: Cognitive costs of visual comparisons. Plumlee and Ware. ACM Trans. on Computer- - Analy5|s: What,Why, How - MaanU'ﬁtel Change, Select, N3V|g3te
—superimposed for Iocal, multiple for global Human Interaction (ToCHI) 13:2 (2006), 179-209. _ Marks and Channels _ Facet:]uxtapose, Partition, Superimpose
k . * Exploring the Design Space of Composite Visualization. Javed and Elmqyist. Proc. Pacific Visualization Symp. (PacificVis), pp. 1-9,2012.
—tasks *ex: I 'hOP nelghbors * Visual Comparison for Information Visualization. Gleicher, Albers,Walker, Jusufi, Hansen, and Roberts. Information Visualization 10:4
* local: maximum, global: slope, discrimination (67-0; II)“ZS;_339“ MulipleViews n InformationVisalzatons. Baldonado:Woodraf and Kuchinsl In Proc ACM AdvancedVisul + Session 2 10:30am-12:00pm » Session 4 3:00-4:30pm
. . . i t tions. , , . . . i dali
—same screen space for all multiples vs single s &:\,,;";i |Tof|e| ;;’éé;norma ton Yisudlzations. Baiconade, Toodrtll and Buchinsty. In Troe vancedyisua Spatial Layout Guidelines afld Examples
superimposed * Cross-Filtered Views for Multidimensional Visual Analysis. Weaver. IEEE Trans.Visualization and Computer Graphics 16:2 (Proc. InfoVis — Arrange Tables —Reduce: Filter; Aggregate
Fﬂ S e Z_OIO)’ |92_294‘ 20'9' o ) o ) ) — Arrange Spatial Data —Rules of Thumb
— * Linked Data Views. Wills. In Handbook of Data Visualization, Computational Statistics, edited by Unwin, Chen, and Hardle, pp. 216—
_ I s e - ey S 1A\ V2 241. Springer-Verlag, 2008. — Arrange Networks and Trees -Q&A
ﬁ’mﬁf;ﬁ;’ﬁ:ﬁ; gnﬁ.g:::f lleE.,E-?TemSnes’t::mn: ‘o0 om0 w0 oem o0 o0 et [Cerebrle:a §yt oscape p lugin for lay out of and * Glyph-based Visualization: Foundations, Design Guidelines, Techniques and Applications. Borgo, Kehrer, Chung, Maguire, Laramee, Hauser,
 — onVisudlization and Computer Graphics (Proc. Tme interaction with bto/leca/ networks using subcellular = o Ward, and Chen. In Eurographics State of the Art Reports, pp. 39-63, 2013.
N IEEE InfoVis 2010) 16:6 (2010), 927-934] localization annotation. Barsky, Gardy, Hancock, and = ‘f”» Her
w9 | Munzner. Bioinformatics 23:8 (2007), 1040-1042]  “win” e o e 150 I http://www.cs.ubc.ca/~tmm/talks.html#vad | 6act @tamaramunzner s
Reduce items and attributes Reducing items and Attributes Reduce Idiom: dynamic filtering System: FilmFinder Idiom: DOSFA Idiom: histogram
. . ® Filter ® Filter . . . . ; .. . 20
* reduce/increase: inverses » ltems * item filtering » attribute filtering % % % % %% * static item aggregation s
15
* filter S=SSS , E==== * browse through tightly coupled interaction * encoding: star glyphs * task: find distribution 810
—pro: straightforward and intuitive ) @ Aggregate —alternative to queries that might return far too many or too few % % % % % « data: table 5 5 . I
* to understand and compute 2 /:tzfitss —— — — * * * * * ¢ derived data 0 -
: : === A === ’ ' , $ o o O
—con: out of sight, out of mind SS=== ® === \ Q% Y e e P W . & O ° & &S
A e \ —new table: keys are bins, values are counts vV
* aggregation i g o+, W K W o | Weight Class (Ibs)
> @ Aggregate : ! . o s S * bin size crucial
—pro: inform about whole set : Toget e B e * W W N * - . . o
difficul id losing signal Items p s N e W W N —pattern can change dramatically depending on discretization
—con: difficult to avoid losing signa R S ] ) ) o
. B S ==== .;;;! : e~ oo " ' —opportunity for interaction: control bin size on the fly
* not mutually exclusive === EEEEER : . e % % % % %
—combine filter, aggregate > Attributes v o A R
— i EESEE  mme— TR R o | o s o PO B v e b St et R
combine reduce, change, facet EEEEE A== I S I B [Interactive Hierarchical Dimension Ordering, Spacing and Filtering for Exploration Of High Dimensional Datasets.
TEETE m——— [Visual information seeking: Tight coupling of dynamic query filters with starfield displays. Ahlberg and Shneiderman. Yang, Peng,Ward, and. Rundensteiner. Proc. IEEE Symp. Information Visualization (InfoVis), pp. 105-112, 2003.]
153 Proc. ACM Conf. on Human Factors in Computing Systems (CHI), pp. 313-317, 1994.] 154 155 156
Continuous scatterplot Idiom: scented widgets Idiom: boxplot Idiom: Hierarchical parallel coordinates
* static item aggregation * augment widgets for filtering to show information scent * static item aggregation * dynamic item aggregation
o
* data: table —cues to show whether value in drilling down further vs looking elsewhere * task: find distribution ] . * derived data: hierarchical clustering
« derived data: table * concise, in part of screen normally considered control panel « data: table - T ° + encoding:
o~ | H °
— key attribs x,y for pixels * derived data : ‘ T —cluster band with variable transparency, line at mean, width by min/max values
: P Y Y
— quant attrib: overplot | Dataseta [~ - i | E ‘ —color by proximity in hierarch
dq oy P DatasetB | = ¢ CLocationA @2) 5 quant attribs ° L E P 4 E 2
ensity i Sbina ‘jgazasezg ¢ CJLocation 8 & » median: central line ! : . |
. L Le) atase ! — L
* dense space-ﬁlllng 2D : I ] Option B I ga:ase:f %tsz:::;:; ::: * lower and upper quartile: boxes 94 o
matrix L J el ] Option C i created by: * lower upper fences: whiskers o
. . : v Option D size of dataser admin [ member  visitor —values beyond which items are outliers r“ ; IL m‘m
* color: sequential % Mlua. orvisis 0000 recony rating - orderedrank  +#  visited @ number of edrs . s
. SR DIV TEVET . —outliers beyond fence cutoffs explicitly shown
categorical hue + RS L )
d d | . (/S.cenlt.ed\.'\/ldgezs:c b 5(.: 5 PCuels W’f/’? b 13; uaed IIZ?/:I;eIt;: é—leer, and Agrawala. IEEE Trans.
ordered luminance Isualization and Computer Graphics (Proc. InfoVis ) 13:6 (2007), -1136] [40 years of boxplots. Wickham and Stryjewski. 201 2. had.co.nz]
[Contﬁ)gJR'maﬂpIots. Bachthaler and Weiskopf. IEEE TVCG (Proc.Vis 08) 14:6 (2008), 1428—1435. 2008.] [Hierarchical Parallel Coordinates for Exploration of Large Datasets. Fua, Ward, and Rundensteiner. Proc.
158 159 160

IEEE Visualization Conference (Vis ’99), pp. 43— 50, 1999.]




Spatial aggregation Dimensionality reduction Idiom: Dimensionality reduction for documents Further reading
* MAUP: Modifiable Areal Unit Problem * attribute aggregation Task 1 Task 2 Task 3 * Visualization Analysis and Design. Munzner. AK Peters Visualization Series,
—gerrymandering (manipulating voting district boundaries) is one example! —derive low-dimensional target space from high-dimensional measured space - e - - . . . CRC Press, 2014.
—use when you can’t directly measure what you care about 555 S5 8 B st et et —Chap |3:Reduce ltems and Attributes
Item 1 Item 1 Item 1 ot . 5 . PR vombat 23 . . . . . . . . .
« true dimensionality of dataset conjectured to be smaller than dimensionality of Item .. Item .. i oS @it o @it e e o Hierarchical Aggregat;on for Information Visualization: Overview, Techmques and
measurements ftemn ftemn Itemn — = — Design Guidelines. Elmqvist and Fekete. IEEE Transactions on Visualization and
. i i . . In Out In Out In Out . .
latent factors, hidden variables Mallgnant Benlgn HD data =) 2D data =)  2Ddata =) Scatterplot =) Scatterplot =) Labels for COmPUter GraPh":s I 63 (20 I 0)’ 439_454
Clusters &poi Clusters & poi | . . . .
/ usters & points sl cusers * A Review of Overview+Detail, Zooming, and Focus+Context Interfaces. Cockburn,
Tumor What? What? How? What? Karlson, and Bederson. ACM Computing Surveys 41:1 (2008), 1-31.
Measurement Data — DR — @ In High- @Produce  @In2Ddata  GDiscover DEncode B In Scatterplot @ Produce * A Guide to Visual Multi-Level Interface Design From Synthesis of Empirical Study
dimensional data (3 Derive ®out Scatterplot @Explore @Navigate ®In Clusters & points (® Annotate E d L d M S h . L V I . s . M
® Out 2D data ®out Clusters & @ Identify @ Select ® Out Labels for vidence. Lam and Munzner. Synthesis Lectures on Visualization Series, Morgan
data: 9D measured space points clusters Claypool,2010.
[http:/lwww.e-education.psuledulgeog486/14_p7.html, Fig 4.cg.6] derived data: 2D target space
161 168 163 164
Outline Rules of Thumb No unjustified 3D: Power of the plane No unjustified 3D: Danger of depth
. . . . . , Lo . .
. ' No unjustified 3D * high-ranked spatial position Steven's Psychophysical Power Law: S= I * we don’t really live in 3D: we see in 2.05D
* Session 1 8:30-/0:00am * Session 3 /:00-2:30pm —Power of the plane channels: planar spatial position —acquire more info on image plane quickly from eye movements
Visualization Analysis Framework Color & Interaction Di : f denth & R X . .
Introduction: Definiti Mab Col —Disparity of dept —not depth! o IS —acquire more info for depth slower, from head/body motion
~ Introduction: Definitions ~ Map ~olor ' —Occlusion hides information ) ) 57 N S
— Analysis: What,Why, How — Manipulate: Change, S.e.lecc, NaVIsate —Perspective distortion dangers 3 Magnitude Channels: Ordered Attributes g 5 VE@«\
~Marks and Channels ~Facet: Juxtapose, Partition, Superimpose —Tilted text isn’t legible Position oncommonscale | o | é 41 @ X o Thousands of points up/down and left/right
T
. i 1fi Position on unaligned scale e . Z 34 Ne?‘\“' N
+ Session 2 10:30am-12:00pm * Session 4 3:00-4:30pm No unjustified 2D 4 Oep\“*‘“'@ Away
Spatial Layout Guidelines and Examples » Eyes beat memory Length (1D size) -—— 2, -
. . . . ‘o V\ihmL
— Arrange Tables —:e:iuce:f ?Ltenﬁggregate * Resolution over immersion Tilt/angle | § N o Left
— Arrange Spatial Data T rules o Thum « Overview first, zoom and filter, details on demand _ R Down &
— Arrange Networks and Trees -Q&A . . . Area (2D size) o &
* Responsiveness is required — 1 T &°
.F . fi f Depth (3D position) —e ——e 0 L 2 3 4 5
unction first, form next Physical Intensity We can only see the outside shell of the world
http://www.cs.ubc.ca/~tmm/talks.html#vad | 6act @tamaramunzner s 166 167 168
Occlusion hides information Perspective distortion loses information 3D vs 2D bar charts Tilted text isn’t legible
* occlusion * perspective distortion * 3D bars never a good  [emmiai * text legibility
« interaction complexity —interferes with all size channel encodings idea! s et T oo el expeneer —far worse when tilted from image plane ‘ .
2 N
—power of the plane is lost! ///2//;‘“&&\4& i
BN gy
N
Ose’ \!
* further reading
@ 30 Bar Graph (eft) it
\ | @ 2.0 80 Grae (boiowd [Exploring and Reducing the Effects of
- [ s [ ~ [ } Orientation on Text Readability in Volumetric
; - — —. Displays.
— - . Grossman et al. CHI 2007]
o o ) T = - [Visualizing the World-Wide Web with the Navigational View Builder.
[VIsuah{mg th‘e Results of Multlmeq:a Web Search Engines. o z=n - Mukherjea and Foley. Computer Networks and ISDN Systems,
Mukherjea, Hirata, and Hara. InfoVis 96] 1% 1995
[Distortion Viewing Techniques for 3D Data. Carpendale et al. InfoVis 996.] - . [http:liperceptualedge.comifiles/GraphDesigniQ.html] "
No unjustified 3D example: Time-series data No unjustified 3D example: Transform for new data abstraction Justified 3D: shape perception Justified 3D: Economic growth curve
» extruded curves: detailed comparisons impossible * derived data: cluster hierarchy * benefits outweigh costs S Targets The Economic Fsture The viels Carve
* juxtapose multiple views: calendar, superimposed 2D curves when task is shape ® Spatial Data
Total KW-consumpton ECN Perception for 3D spatia| > Shape Veldcurve 101
) data i |
iz 0 —interactive navigation supports ‘:‘
. synthesis across many e /
% viewpoints r‘ *’
1600 E |
1200 - |
- \
e ke
[Cluster and Calendar based Visualization of Time Series Data. van Wijk and van Selow, Proc. InfoVis 99.] . [Cluster and Calendar based Visualization of Time Series Data. van Wijk and van Selow, Proc. InfoVis 99.] e l(”isu ;h:ﬁonﬂa;d Ca:Jp mfr Gmp}'ﬁcs?rTwz CRGE)MEHQE(ZL;) g;f :gzrl 555 Trans. | htp://www.nytimes.com/interactive/20 1 5/03/1 9/upshot/3d-yield-curve-economic-growth.html




No unjustified 3D

Why not animation?

* 3D legitimate for true 3D spatial data

* 3D needs very careful justification for abstract data
— enthusiasm in 1990s, but now skepticism

— be especially careful with 3D for point clouds or networks

[WEBPATH-a three dimensional Web history. Frecon and Smith. Proc. InfoVis 1999]

benefits outweigh costs when topological Vo
structure/context important for task ‘

—be especially careful for search results, document
collections, ontologies

Change blindness

No unjustified 2D
* consider whether network data requires 2D @ Targets
spatial layout
. . ) . @ Network Data
—especially if reading text is central to task! > Toool
opology

—arranging as network means lower information . .

density and harder label lookup compared to text A I

lists o

Eyes beat memory

* principle: external cognition vs. internal memory

implications for animation

—great for choreographed storytelling

—great for transitions between two states

—poor for many states with changes everywhere
* consider small multiples instead

literal

animation

—easy to compare by moving eyes between side-by-side views
—harder to compare visible item to memory of what you saw

abstract

small multiples

show time with time

show time with space
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Eyes beat memory example: Cerebral

* small multiples: one graph instance per experimental condition

—same spatial layout

Expression color scale
—color differently, by condition

2.5 0 2.5

LPSLL37_1 £7) LpsL37.2 £7) LpsLL374 £7) LpsLL37.24

Lps_1 £° ps2 £ ps_a £°) 1ps_24

[Cerebral:Visualizing Multiple Experimental Conditions on a Graph with Biological Context. Barsky, Munzner, Gardy, and Kincaid. IEEE Trans.
Visualization and Computer Graphics (Proc. InfoVis 2008) 14:6 (2008), 1253—1260.]
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regions: comparison
difficult

—vs contiguous frames
—vs small region

* safe special case

—animated transitions

* disparate frames and

—vs coherent motion of group

Responsiveness is required
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« if attention is directed elsewhere, even drastic changes not noticeable
—door experiment

* change blindness demos

—mask in between images

Function first, form next

Resolution beats immersion

immersion typically not helpful for abstract data
—do not need sense of presence or stereoscopic 3D

resolution much more important
—pixels are the scarcest resource

—desktop also better for workflow integration

Computing 2000]

* virtual reality for abstract data very difficult to justify

[Development of an information visualization tool using virtual reality. Kirner and Martins. Proc. Symp.Applied
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Overview first, zoom and filter, details on demand

* influential mantra from Shneiderman

[The Eyes Have It:A Task by Data Type Taxonomy for Information Visualizations.
Shneiderman. Proc. IEEE Visual Languages, pp. 336—343, 1996.]

3 Query
= |dentify > Compare

b b
=

b Overview = Summar‘)’ = Summarise
—microcosm of full vis design problem

* three major categories

—0.1 seconds: perceptual processing
— | second:immediate response

— 10 seconds: brief tasks

* importance of visual feedback
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» start with focus on functionality
—straightforward to improve aesthetics later on, as refinement

—if no expertise in-house, find good graphic designer to work with

* dangerous to start with aesthetics

—usually impossible to add function retroactively

Further reading

—Chap 6: Rules of Thumb

* Designing with the Mind in Mind: Simple Guide to Understanding User
Interface Design Rules. Jeff Johnson. Morgan Kaufmann, 2010.

— Chap 12:We Have Time Requirements

* Visualization Analysis and Design.Tamara Munzner. CRC Press, 2014.
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More Information

* papers, videos, software, talks, courses

1@tamaramunzner

* this talk

http://www.cs.ubc.ca/~tmm/talks.html#tvad | bact

* book page (including tutorial lecture slides) § Visualization
http://www.cs.ubc.ca/~tmm/vadbook N\ Analysis & Design
i § Tamara Munzner
—20% promo code for book+ebook combo: S 3
HVNI7

— http://www.crcpress.com/product/isbn/9781466508910 -‘

—illustrations: Eamonn Maguire

http://www.cs.ubc.ca/group/infovis
http://www.cs.ubc.ca/~tmm

e

Visualization Analysis and Design.
Munzner. A K Peters Visudlization Series, CRC Press, Visualization Series, 2014.




