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1 Introduction

Before fully committing to a study, researchers want to explore their data. This
is especially the case with physician researchers, where greater monetary and
human resources are required and study outcomes have a profound effect. Most
researchers at present use rudimentary exploratory analysis while exploring the
data. Most often using a point and click statistical software suite such as SPSS.
Problem arises when researchers don’t exactly know where to look and most
options in such packages are too advanced for a statistically naive user. Re-
searchers are most of the times interested in finding heterogeneous groups of
patients and to investigate if this heterogeneity has any effect on the survival,
i.e. is the survival of patients different in different subgroups? Any indications
of different survival patterns in different subgroups motivates researchers for
further exploration and analysis. But as this is not straightforward using avail-
able tools, researchers end up using cross tabs and some basic scatter plots to
get an idea of the information contained in the dataset before they approach an
analyst. Which can sometimes result in not so clear hypothesis or unstructured
questions.

2 Proposed vis solution

This project intends to aid physician researchers interested in data exploration
by building a visualization application that will help researchers explore the
dataset in a meaningful way. Using publicly available survival datasets, we
will use t-SNE [Maaten and Hinton, 2008] for projecting the data to a lower
dimensional manifold, which will then be plotted for visual inspection. Clus-
tering methods such as K-means can then be used to cluster the results from
t-SNE to assign cluster membership to individual observations. Plots of survival
probability can then be constructed by different groups specified by the cluster
membership. If any interesting patterns emerge, further exploration of clusters
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using vis tools such as scatterplot matrix, scagnostics, heat maps and a sum-
mary table is made available. If time permits, I would also like to add a heat
map of the dataset ordered by empirical survival probability of the complete
dataset.

This is in line with my work as a statistician at British Columbia Cancer
Agency, where we routinely support physicians in their research. With my prior
experience with dimensionality reduction and survival analysis, I believe this
can be a helpful tool.

3 Usage Scenario

Figure 1 shows the rough layout of our app. A Researcher wants to explore
a survival dataset. Opening the app, researcher is presented with the landing
page (Figure 1-a), which has an option to upload a dataset in csv format (Figure
1-b). After uploading the dataset, researcher specifies which variables are time
and survival status in the dataset using dropdown lists ((a2,a3), Figure 1-b)
as time and status information is vital for modelling survival data. Researcher
then proceeds to identify the ”id” variable (a4, Figure 1-b), so it can be excluded
from any further modelling.

Researcher then proceeds to apply t-SNE by clicking on the button ((a5,a6),
Figure 1-b). Model returns dataset dimensionality reduced to two and three
dimensions, results of running t-SNE twice; once with two dimensions and once
with three dimensions as required output. Returned dimensions are visual-
ized using a two dimensional scatter plot and a three dimensional scatter plot
((b1,b2), Figure 1-c). Researcher then selects the number of groupings (clusters)
required from running a clustering algorithm such as K-means on the t-SNE out-
put to assign cluster membership to individual observations, based on t-SNE
vis, researcher selects three as number of required clusters. Results of clustering
along with Kaplan-Meir plot [Kaplan and Meier, 1958] of survival probability
grouped by cluster membership is displayed on bottom left ((c1,c2), Figure 1-d).

After looking at the results from clustering, researcher sees an interesting
pattern that needs more exploring. Using a button on the left pane ((a5,a6),
Figure 1-b), researcher navigates to an ”explore clusters” page, where researcher
is presented with a two sectioned layout, i.e. a small left menu pane and a
large right pane. From left pane researcher has the options to select different
visualizations such as scatterplot matrix, scagnostics (Figure 1-e), heat map or
a summary table (Figure 1-f), all constructed based on cluster membership.
Researcher decides to use summary table as it provides tabulated vis of data
by cluster membership, making it easier to decipher what variables drove the
cluster formation.

This app will be built using R [R Core Team, 2017] with Shiny and/or Plotly.

3.1 Milestones

• Design of landing page with working t-SNE: March 15
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(a) Landing page design (b) Landing page with left menu bar

(c) Landing page with top right plots
for t-SNE visualization, images taken from
[T-s, 2017b, T-s, 2017a]

(d) Landing page with bottom right plots for
survival plot and cluster vis, images taken
from [Win, 2017, Abdallah et al., 2016]

(e) Second page for data exploration using scagnos-
tics or scatterplot matrix, image taken from
[sca, 2017]

(f) Second page for data tabula-
tion by cluster, image taken from
[Schlich-Bakker et al., 2007]

Figure 1: Crude layout design for visualizing survival data
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• Design of landing page with survival plots and clusters based on k-means:
March 25

• Design of second page with scagnositics or scatterplot matrix: April 5

• Design of second page with summary table based on cluster membership:
April 10

• Further modifications/additions/test runs/bug reports: April 20

4 Related work

T-Distributed Stochastic Neighbor Embedding (t-SNE) [Maaten and Hinton, 2008]
is a dimensionality reduction technique suitable for high dimensional data vi-
sualization, it works by constructing a probability distribution on pairs of high
dimensional objects in a way that similar objects have high probability of get-
ting selected. Several versions of t-SNE have been proposed since, including
Barnes-Hut-SNE [Van Der Maaten, 2013], which is a faster version.

T-SNE has been used to identify prognostic tumor sub-populations using
mass spectrometry imaging data [Abdelmoula et al., 2016] and to visualize SNPs
[Platzer, 2013].
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