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is Newton's Method + exact line search
® improves global convergence and preserves local superlinear rate

® experimentally better than (a)
(o)

Step sizes could be significantly larger than 1

- Greedy Newton vs Hybrid-Newton-Gradient vs Backtracking Newton

p = 200, reqularized, independent, separable p = 2000, regularized, dependent, separable

Greedy Newton adapts to problems by using large step sizes (>>1)
terates in dampedversion at appropriate times in the optimization process

T = T — Gfkvzf(ﬂ:k) - 1Vf(:1:k) . p = 20, regularized, dependent, non-separable p = 20, regularized, independent, non-separable p = 200, regularized, independent, separable p = 2000, regularized, dependent, separable

uses a step size to converge

To find step size, perform
line search in the direction

pe = =V f(xr) 'V fxr)
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|ﬂe)(a Cct Hﬂe Seéa rCh p = 20, unregularized, independent, non-separable p = 200, unregularized, independent, separable

Backtracking Armijo satisfies
flxy +onpr) < f(ar) + cranV f(xr) Tpr

Exact line search
Finds greedy step size with
the most 1-step progress
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1. At what rate does the Globally, flxp) — fxs) < (1 - %) Lf(zo) — f(x)]

Greedy Newton step sizes
approach 17

Globally,
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Does as well as backtracking with any initial step size, < H

o backtracking factor and sufficient decrease condition.
2. Justification for why Greedy

Newton outperforms the
theoretically faster hybrid
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methods? simplifies the global rate to
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4. Can we prove that Step Slzes | ocal fast convergence when Hﬂ:,{u — Ly H '(_: : Z M 5 ‘(ng‘ﬂff + 2L

larger than 1 improve the

global rate?

Propositions 1-3 assume bounded Hessian — uI < V?f(z) = LI~ Propositions 2 and 3 further assume smooth Hessian ||V2f(z) — V*f(y)|| < M|z — y|



