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Abstract

We explore various aspects of sparsity in the context of supervised learning. In particular, we review sparse coding techniques used to exploit sparsity in the input space for a supervised classification task. We empirically evaluate the importance of enforcing sparsity in the weight space through regularization. We use a compressed sensing framework which exploits sparsity in the output space for a multilabel classification problem. We perform experiments to quantify the effect of different sources of sparsity on the classification accuracy and performance. We also outline some promising directions for future work.

1 Introduction

Supervised learning relies on a domain expert who teaches the learning system with necessary supervision. In particular, the expert supervises the learning by providing correct answers i.e. ground truth data (labels in the case of classification and real values in the case of regression) for a set of input instances called the training set. The supervised learning system once trained can then be used to predict labels/values for unseen input instances called the test set. More formally, the training set consists of \( N \) data points \( D(x_i, y_i)_{i=1}^{N} \) where \( x_i \) is the vector which describes the features of the \( i \)th example in the training set and \( y_i \) is the vector of labels for that particular example. For the classification task, the labels correspond to integer values which represent the class to which the example belongs. The vectors \( x \) correspond to the input space whereas the \( y \) vectors lie in the output space. In our study, we concentrate on the task of binary multilabel classification i.e. the output space is \( \{-1, +1\}^d \) where \( d \) is the number of labels. Similarly, let \( m \) denote the dimension of the input vectors \( x_i \). Hence the objective is to find a mapping \( f : X \rightarrow Y \) where \( X \in \mathbb{R}^{m \times N} \) and \( Y \in \{-1, +1\}^{d \times N} \). The mapping \( f \) is characterized by a set of parameters which denote the importance of each input feature for the classification task at hand. These parameters called weights lie in what we refer to as the weight space. We explore the sources of sparsity in the input, weight and output spaces.

Input sparsity arises due to correlations between features and/or examples. Due to these correlations, each example \( x_i \) resides in a lower dimensional subspace and can be represented by a vector of \( m' \) non-zero coefficients where \( m' < m \). The input space is thus sparse in a particular set of bases. This set of \( n \) basis functions are either fixed (eg: natural images are represented by intensity values but are sparse in the wavelet domain) or can be inferred from the data. This can be achieved by learning a dictionary of \( n \) basis functions which capture higher level or more complex features in the data [20] [18]. The dictionary can be overcomplete i.e. \( n > m \) or undercomplete \( n < m \). Using an undercomplete dictionary represents the same amount of information as the original data in a smaller set of basis functions and can lead to dimensionality reduction in the feature space. This becomes important for applications in computer vision and
natural language processing where the data is high dimensional and has redundancy in the representation. For example the raw pixel representation of an image \[14\] in vision or the bag of word representation of a document in natural language processing. Learning an overcomplete dictionary is equivalent to identifying a large set of patterns or possible feature combinations in the data. The size of the dictionary depends on the application.

Output sparsity can be exploited in the case of multi-label classification where the output vector \(y\) is multi-dimensional. Although the output space has a large dimension, this space is usually sparse i.e there are only a few positive labels for each input example. For example, in vision, the labels may correspond to the presence / absence of a particular object in the image for a large number of objects \[12\] though a particular image will contain only a few objects and thus is a positive example for a very small subset of labels.

Weight space sparsity is different from input / output sparsity in that it does not arise naturally because of the structure of the problem. Rather it is imposed as a constraint by the learning algorithm. This constraint is referred to as regularization and can be imposed by using an \(l_1\) penalty on the weight vectors. This ensures that some of the weights will be zero or small. This is referred to as Lasso regression \[27\]. Introducing an \(l_2\) penalty on the weights also serves a similar purpose and is as known as Ridge regression \[11\]. In the Bayesian framework, these techniques can be interpreted as introducing a prior on the weights. Regularization techniques are common and typically used in most machine learning algorithms to prevent overfitting.

In this study, we explore some of the techniques to exploit sparsity to achieve higher classification rates and lower training times. For input sparsity, we empirically evaluate two methods - the sparse coding algorithm by Lee.et.al in \[17\] and the autoencoder approach by Hinton et.al. \[10\] to reduce the dimension of the input space. We use a compressed sensing framework described in \[12\] to account for the sparsity in the output space. We also perform a simple experiment to highlight the effect and importance of regularization. The subsequent paper is structured as follows: Section 2 reviews some of the previous work and section 3 describes the specific algorithms used. We describe our experiments and present our results in 4. We conclude the paper and outline some directions for future work in section 5.

2 Related Work

In section 1, we introduced the notion of learning a set of basis functions to represent the input data. This problem of learning a dictionary is known as sparse coding. Sparse coding can also motivated from a neuroscience perspective. Sparse codes for natural images correspond to receptive fields of neurons in the primary visual cortex \[19\] \[21\]. This makes sparse coding a plausible model of the visual cortex \[25\]. Sparse coding can be used to improve classification performance by using richer features and also to reduce the training time on large datasets through dimensionality reduction \[31\] \[23\] \[9\] \[32\]. Several different approaches have been proposed for generating sparse codes to represent data. One method to capture linear correlations between features in the input data is principal components analysis \[8\](PCA). PCA however has two limitations - the transformation from the original input space to the new basis space is linear. Also we can’t learn an overcomplete dictionary using PCA. Other more sophisticated approaches include independent component analysis \[15\], autoencoder based approach \[10\] and an alternating optimization proposed in \[17\]. The sparse codes learnt using these algorithms is usually fed to a classifier to learn an input-output mapping. A recent paper \[9\] learns the sparse codes and classifier weights simultaneously. Similarly there have been a number of techniques to exploit sparsity in the output space. The standard approach in multilabel classification is the one vs all \[24\] approach in which each label is treated independently and a separate classifier is trained for each label. However this approach becomes prohibitive as the number of labels becomes large. A common idea is to exploit the structure in the problem \[6\] \[5\] \[29\]. \[33\] provides a recent survey of the techniques used in multilabel classification. \[13\] uses group sparsity among labels in the output space whereas \[12\] uses compressed sensing algorithms for multilabel classification.
3 Algorithms

3.1 Input Space

We implement two approaches for sparse coding - the alternating optimization approach proposed in [17] and the autoencoder based approach described in [10].

3.1.1 Alternating Direction Method of Multipliers

For obtaining a sparse representation of the data, we need to learn a set of basis functions ($B$) in which the original input data is sparse i.e. we require that only few of the basis coefficients ($s$) are non-zero for each input vector. Let $B \in \mathbb{R}^{m \times m}$ represent the set of bases which transform the $m$ dimensional input space to $m'$ dimensions where $m'$ may be greater than or less than $m$ depending on whether the dictionary is overcomplete or undercomplete. Let $S \in \mathbb{R}^{m' \times N}$ denote the set of coefficients for each of the $N$ data points in the transformed subspace. We desire that the $S$ matrix be sparse. We can achieve this by imposing a penalty $\phi$ (usually L1) on $S$. We also introduce a regularization on $B$. Hence given the data matrix $X \in \mathbb{R}^{m \times N}$, our objective function is

$$\min_{B,S} \|X - BS\|_F^2 + \beta \sum_{i,j} \phi(S_{i,j})$$

s.t. $\sum_i B_{i,j}^2 \leq c \ \forall j = 1, 2, ... n$ (1)

The first term in the objective function is the fidelity constraint whereas the second term enforces sparsity in the coefficients. The constraint imposes regularization on the basis functions. We observe that the objective function is convex with respect to either $B$ or $S$ but is not jointly convex. Hence we use the Alternating Direction Method of Multipliers (ADMM) to alternately minimize the function over $S$ ($S$ subproblem) and $B$ ($B$ subproblem). We iterate between solving the $S$ and $B$ subproblems for each input example. If the penalty is an L1 penalty, the $S$ subproblem is a L1 regularized least squares problem. [17] uses a feature sign search algorithm to guess the sign for each $S_{i,j}$. Once the sign is correctly determined, $|S_{i,j}|$ can be simplified as $S_{i,j}$ or $-S_{i,j}$ depending on whether it is positive or not. The $S$ problem then reduces to an unconstrained quadratic optimization problem and can be solved efficiently. The $B$ subproblem is a least squares problem with quadratic constraints and can be solved efficiently. We convert the constrained optimization problem into the Lagrangian form and solve the resulting problem using gradient descent. After a certain number of iterations, we learn a basis $B$ in which the original input is sparse.

3.1.2 Autoencoder

Neural networks have been used in a variety of classification tasks. A neuron which is the basic unit of a neural network takes a set of inputs and outputs a non-linear transformation of these inputs. The inputs to each neuron in the network are weighted by the weight parameters which are learned from the data during the training phase. The non-linearity also known as the activation function is generally a sigmoid or tanh function of the weighted inputs. Figure 1(a) shows a single neuron. Individual neurons connect together to form a neural network which usually has hierarchical or layered architecture. A typical neural network consists of an input layer, one or more hidden layers and an output layer. Each feature $x_i$ is input to a single input layer neuron. The hidden layers perform some non-linear transformation of the original input. The output layer neurons provide the final output for the learning task. For example, if the task at hand is binary classification, then the output layer can consist of 2 neurons which encode a positive and negative estimate of the label. Figure 1(b) shows a simple neural network. Each input is fed into the neural network which outputs a hypothesis or an estimate for the label of that input. Since we know the true labels for the training set, we can find the error in our estimate by using a suitable loss function (usually squared loss). We use the gradient descent algorithm to modify the weights in the network so that the neural network better estimates the true labels for each input. This method of iteratively refining the weights of the network to minimize the loss function is known as backpropagation. This constitutes the training phase of our algorithm. The
Figure 1: (a) Single Neuron: $x_1, x_2, x_3$ are inputs to the neuron weighted by the weight vector $w = (w_1, w_2, w_3)$. +1 represents a bias input and is essentially a shift origin. It is weighted by the bias term $b$. $h_{W,b}(x)$ represents the output of the neuron and depends on the weights and the activation function used. (b) Neural network consisting of an input layer of 3 neurons, an output layer and one hidden layer. The output neuron outputs an estimate or hypothesis corresponding to each input fed into the neural network. The weights between neurons of each layer are learned by an optimization procedure.

Prediction for a test example is done by a feed-forward pass through the network. An autoencoder is a special kind of neural network where the input is equal to the output. Hence the neural network is trained to find a set of weights so that the input can be reconstructed. We use one or more hidden layers such that the number of hidden neurons is less than the input (and output) neurons. Since we train the neural network to estimate the original input, the hidden layer encodes the information in the original input by using a fewer number of features. This imposes the sparsity constraint which enables us to learn sparse codes for the input data. This helps us achieve dimensionality reduction. Each hidden neuron is a dictionary element or basis function and its output value for an input is the corresponding coefficient. If the number of hidden neurons is greater than the input, it is equivalent to learning an overcomplete dictionary to represent the input. We add an explicit sparsity constraint - that the average activation of the hidden neurons is less than a tunable parameter $\rho$. Thus, we want each neuron to output large values only for a small subset of inputs. Thus, only a few neurons fire for any given input and we have a sparse representation of this input with a majority number of neurons giving small or zero activations (coefficients). We also introduce a regularization term $\lambda$ on the weights. The final optimization function can be written as:

$$J(W, b) = \left[ \frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{2} ||h_{W,b}(x^{(i)}) - y^{(i)}||^2 \right) \right] + \frac{\lambda}{2} ||W||^2 + \sum_{j=1}^{s} KL(\rho || \rho_j)$$

where $W$ is the set of weights and $b$ is the set of bias units. The first term models how well the hypothesis ($h_{W,b}(x^{(i)})$) fits the true data ($y^{(i)}$) for each of the $m$ examples. The second term is the regularization term on all the weights in the network and helps prevent overfitting. The third term models the explicit sparsity constraint and penalizes a hidden neuron $j$ if its average activation $\rho_j$ is more than $\rho$. This penalty is modelled as the KL-divergence between two Bernoulli distributions with parameters $\rho$ and $\rho_j$. This unconstrained optimization problem is typically solved using gradient descent or L-BFGS.

3.2 Output Space

We consider the binary multilabel classification problem as was described in section [1]. The output space is $\{-1, +1\}^d$. This implies that if all the labels are independent, we need to solve $d$ binary classification problems following the one vs all classification scheme described in section [2]. However, in most cases of interest, the output space is sparse although there need not be any specific relation among the multiple labels. Since this is quite a generic assumption which does not depend on the dataset, we use the method.
described in [12] to exploit this sparsity in the output space. We transform the labels into a $d'$ dimensional space where $d' < d$. Given a label vector $y_i$, we transform it using an under-determined matrix $A \in \mathbb{R}^{d' \times d}$. The number of rows of $A$ i.e. $d'$ determines the amount of compression which depends on the inherent sparsity in the output space. If the output space has a high sparsity, we can compress it such that $d' << d$ without losing much information. Then we just use the one vs all technique on this low dimensional space and train a separate regression model for each of the $d'$ labels. We use the weights learned to predict the $d'$ labels for each of the examples in the test set. Once we obtain the test data predictions in the low dimensional label space, we can use existing compressive sensing algorithms like orthogonal matching pursuit (OMP). These algorithms are able to recover the sparse original vectors $y$ under some conditions dependent on the sparsity of $y$ and properties of the $A$ matrix. We refer the interested reader to [7] [3] [4] for technical constraints on the signal sparsity and properties of the measurement matrix $A$. [28] explains how signal can be recovered using the orthogonal matching pursuit algorithm. Figure 2 graphically explains the algorithm described above.

Figure 2: From left to right: the first box represents the original problem i.e we need to find a mapping $f$ from the train data to train labels. We use this mapping to make predictions on the test data. We use the under-determined matrix $A$ to transform the original problem to a regression problem in a low dimensional output space. We solve this problem in this low dimensional label space and use the mapping $g$ to make predictions $Ay_{est}$ on the test data. We transform these low dimensional estimates to estimates in the original space using compressive sensing algorithms like OMP. Finally, we use a thresholding operation to convert the reconstructed real values to binary values.

4 Experiments and Results

4.1 Input space

We implement the sparse coding algorithms described in section 3. As a sanity check to verify the correctness and quality of our sparse codes, we used the two algorithms to obtain sparse codes for natural images. As was stated in section 2, the sparse codes for natural images correspond to receptive fields of neurons in the primary visual cortex. The receptive fields correspond to bars in different orientations with a centre surround [21] property. Figure 3(a) visualizes the coefficients for a subset of bases learned by the autoencoder algorithm. The results for the ADMM algorithm are similar. This correctly matches the neuron receptive fields. To test the effect of sparse coding on classification performance, we use the MNIST dataset [1] for our experiments. The MNIST dataset consists of 70k $28 \times 28$ images of handwritten digits. We use 60k images as our train data and 10k images for testing. We obtain sparse codes for the raw input data using both the ADMM and autoencoder based approach. We learn an undercomplete dictionary and fix the size of the basis set to be 196 for both the algorithms. For the ADMM algorithm, we use 100 iterations of alternating minimization and use the L1 penalty to enforce sparsity in the basis coefficients. We tune the parameter $\beta$ to 0.4 to obtain through crossvalidation. For the autoencoder, we set the number
of hidden neurons to be 196 and tune the sparsity parameter $\rho$ to 0.1 and the weight decay parameter $\lambda$ to $3 \times 10^{-3}$. We use 400 iterations of L-BFGS for training. Figure 3(b) shows a visualization of the coefficients learned for the MNIST digits. The bases in this case correspond to various penstrokes from which different digits are composed. We use a 10 way (each class corresponds to a particular digit) softmax classifier (a multiclass extension of logistic regression). Table 1 gives the out of sample test accuracies for each of the approaches. Thus we observe that a transformation of the original data exploiting the sparsity can lead to better classification rates and lower training times. A number of state of the art classifiers [16] [22] use sparse coding (in the form of unsupervised pre-training) to transform the input in a similar way.

4.2 Output space

We implement and evaluate the compressed sensing based multilabel classification algorithm described in the previous section. In particular, we use two standard multilabel classification datasets - mediamill and delicious for evaluating our performance. Table 2 describes the characteristics of the two datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#(Instances)</th>
<th>#(Nominal Attributes)</th>
<th>#(Numeric Attributes)</th>
<th>#Labels</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mediamill</td>
<td>43907</td>
<td>0</td>
<td>120</td>
<td>101</td>
<td>4.376</td>
</tr>
<tr>
<td>Delicious</td>
<td>16105</td>
<td>500</td>
<td>0</td>
<td>983</td>
<td>19.020</td>
</tr>
</tbody>
</table>

Table 2: Multilabel classification dataset characteristics. Mediamill dataset corresponds to 101 semantic concepts in video data [26]. Delicious dataset [30] is extracted from the del.icio.us website and consists of textual data of webpages along with their tags. Cardinality here corresponds to the average number of positive labels for an input example. We do not perform any dimensionality reduction on the data although one can use PCA or the sparse coding approaches described above to achieve this. We use logistic regression to solve the original classification.
problem in a one vs all manner described in the previous section. Linear regression is used to solve the problem in the transformed low dimensional space. We use orthogonal matching pursuit (OMP) to recover the original output space. For recovering the true labels, OMP requires as input an estimate of the sparsity($k$) in the original labels. We estimate the sparsity in the training output space and vary $k$ in its neighbourhood for the test set. We also vary the number of projections $d$ i.e. the rate of compression of the output space. Higher number of projections will lead to better recovery of labels but we need to solve a greater number of linear regression problems and the training time will increase. Hence we trade off speed and accuracy by varying $d$. We compare the training and prediction times and the classification performance of the two approaches on both the datasets. Table 3 summarizes these results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training time(O)</th>
<th>Accuracy(O)</th>
<th>Training time(C)</th>
<th>Reconstruction Time</th>
<th>Accuracy(C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediamill</td>
<td>111.28 s</td>
<td>96.88 %</td>
<td>20.90 s</td>
<td>53.42 s</td>
<td>95.88 %</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(MSE = 3.11)</td>
<td></td>
<td></td>
<td>(MSE = 4.11)</td>
</tr>
<tr>
<td>Delicious</td>
<td>144.80 s</td>
<td>99.63 %</td>
<td>7.785 s</td>
<td>64.24 s</td>
<td>99.60 %</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(MSE = 0.36)</td>
<td></td>
<td></td>
<td>(MSE = 0.40)</td>
</tr>
</tbody>
</table>

Table 3: Results for multilabel classification on mediamill and delicious datasets. The table shows the training time and classification accuracy using the original label space (denoted by O) and the best results (over 5 runs) using the compressed space (denoted by C). We also report the reconstruction time for OMP. The $k$ parameter and the number of parameters is tuned to obtain the best tradeoff in accuracy and time. Increasing the number of projections further does not lead to vast improvements in accuracy. For the mediamill dataset, we use 25 projections with $k = 5$ whereas for the delicious dataset we use 10 projections with $k = 2$.

We observe that the compressed sensing approach to multilabel classification is faster and results in about 2x speedup considering both the training time in the compressed space and the reconstruction time. Further we observe that the output space for the delicious dataset can be compressed from 983 labels to 10 labels without any considerable loss in classification accuracy. We see that greater number of labels and sparsity in the output space will lead to higher computational savings for the compressed sensing based approach. This also provides an alternate scheme of storing large datasets. We observe that reconstruction time is the bottleneck for the classification pipeline and plan to explore more efficient reconstruction algorithms.

4.3 Weight space

Regularization is a means for enforcing sparsity in the weight space. As explained previously, an L1 penalty added to the loss function helps shrink the weights and encourages only a few weights to have large non-zero values. Thus there are only a few important features which are responsible for the classification. This makes the classification more stable and is helpful for tasks such as feature selection. We reviewed the importance of regularization for classification tasks in section 2. Regularization as mainly a means for avoiding overfitting is well evaluated and is common practice in machine learning. The regularization parameter needs to tradeoff between fitting the data and preventing the weights from becoming too large. It is a hyperparameter and is usually determined by cross-validation. We conduct a simple lasso regression (a squared loss function with an L1 penalty on the weights) experiment to emphasize the importance of regularization. Figure 4 show the out of sample classification accuracy as $\lambda$ is varied. The figure emphasizes the importance of enforcing sparsity in the weight space.

5 Conclusion and Future Work

In this study, we explored the importance of sparsity for the supervised learning scenario. In particular, we exploited the sparsity in the input space using two sparse coding algorithms. We saw that sparse coding improves the classification performance as well as reduces the time required for training the classifier. We also saw the importance of enforcing sparsity in the weight space using regularization. We used a compressive sensing approach to use the sparsity in the output space for the problem of multilabel classification.
Figure 4: Effect of regularization on in-sample and out-of-sample error. We use the ionosphere dataset from the UCI repository and use lasso for classification. When $\lambda$ is near zero, the out of sample error is high since we overfit the data. The optimal value of $\lambda$ is around 0.05 when the out-of-sample error is minimum. As $\lambda$ increases further, less emphasis is placed on the loss function and leads to underfitting and a high out of sample error.

This reduces the training time for the classifier without sacrificing on the classification performance. We conclude that exploiting sparsity in supervised learning can lead to big gains in performance and time.

We conclude the paper by outlining some promising directions for future work. We plan to explore the ideas presented in [9] which obtains the sparse codes and performs the classification simultaneously. We observe the ADMM based algorithm is slow and does not give robust basis functions as compared to the autoencoder based approach. Agarwal et.al prove some guarantees on the dictionary learnt using ADMM in [2]. They suggest an initialization scheme which provably improves the convergence of the algorithm. We plan to explore this direction in the future. We also plan to combine the sparse coding algorithms with other classifiers other than neural networks [22] and SVMs [32] and quantify the differences in performance and the effect of sparse coding. For multilabel classification, we plan to use more sophisticated reconstruction algorithms both in terms of their reconstruction performance and time. We propose to use structured matrices like circulant or Hadamard matrices to reduce the time for reconstruction.
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