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Abstract

Active learning is well-suited to many learning problems, where unlabeled data
may be abundant but annotation is slow and expensive. For this work, we read
a large number of papers on active learning and classified the active learning
methods into four general groups. We discuss what active learning is and why it is
an important area of machine learning. We then classify methods we have seen,
discuss how each class of method works and, what the strengths and weaknesses
of it are. We then focus on a more recent area, active learning for deep networks.
More specifically, we focus on deep networks that perform image classification.
We summarized a number of works we found in this area and compare them with
one another. Finally, we conclude by stating what the strengths and weaknesses of
active learning methods are and, what the potential future directions can be.

1 Introduction

1.1 What is active learning and why is it important?

Active learning is a subfield of machine learning where the learning algorithm is allowed to choose
the data which it learns from.

For any supervised learning system to perform well, it must often be trained on large number of
labeled instances. For many supervised learning tasks, labeled instances are very difficult, time
consuming, or expensive to obtain. Active learning systems attempt to overcome the labeling
bottleneck by asking “queries” in the form of unlabeled instances to be labeled by an “oracle” (e.g.,
a human expert). Thus, the active learner achieves a certain level of accuracy using fewer labeled
instances, minimizing the cost of obtaining labeled data. Active learning methods have also shown to
remove noisy instances from the data, which can be beneficial from an accuracy perspective. Active
learning is well-motivated in many modern machine learning problems where data may be abundant
but labels are scarce, expensive or, difficult to obtain.

2 Active learning literature summary

We started with reading a large number of papers on active learning and then focusing on active
learning on deep neural networks for image classification task. We first give an overview of the
literature by classifying active learning methods in four groups and discussing each one. Next, we
move to recent papers on deep networks and carefully summarize each one.

2.1 Overview of active learning methods

The key question in active learning algorithms at any given point is, “which samples should be selected
by the learning model?” Intuitively, it is advantageous to query the most “informative” or “useful”
unlabeled samples. These samples can either be generated or sampled from a given distribution. There
have been many proposed ways to formulate such query strategy in the literature. We have broadly



classified querying strategies in four categories: heterogeneity-based models, performance-based
models, representativeness-based models and hybrid models. We will discuss each of these categories
more carefully further in this section.

2.2 Heterogeneity-Based Models

The idea in these models is to learn the most heterogeneous regions. Heterogeneity is either in terms
of uncertainty of labeling by the learning model, dissimilarity with the current model, or disagreement
between a committee of learning models. These different techniques will be studied in this section.

2.2.1 Uncertainty Sampling

Perhaps the simplest and most commonly used query framework is uncertainty sampling introduced
by Lewis and Gale (1994)[24]. In this framework, an active learner queries the instances that it is
least certain how to label.
Different uncertainty measure has been used in the literature for this method. Some of these measures
are listed below[31]:

• Entropy: Entropy in an information-theoretic measure that represents the amount of in-
formation needed to encode a distribution. As such, it is often thought of as a measure
of uncertainty or impurity. [2] were the first to suggest using entropy as a measure of
uncertainty for active learning.

• Amount of confidence: An alternative to entropy in more complex settings (e.g., multi-label
classifiers instead of binary classifiers), is querying the instance whose best labeling is the
least confident. One of the first works that used this measure is by [23].

• Closeness to decision boundary: Intuitively, samples that cleanly belong to a class may
be informative, but less than ones that lie closer to the separation boundaries between the
different classes. Therefore, in classification tasks, closeness to decision boundaries can be
used to decide whether to query a sample or not. [35] were one of the first to experiment
such strategy for SVMs.

Numerous uncertainty sampling techniques have been developed in the literature using these principles
including [24], [23], [35], [7], [32].

2.2.2 Query-by-Committe

Another query selection approach is the query-by-committee (QBC) algorithm proposed by [33].
This approach uses a number of different learning models called the committee, which are trained on
the current set of labeled instances. These learning models are then used to predict the class label of
each unlabeled instance. The instance for which the learning models disagree the most is selected to
be queried in this scenario.
QBC algorithms contain a committee of models along with a measure of disagreement between them.
Two main approaches have been used as a measure of disagreement. The vote entropy[2] and, the
KL-divergence. Some works that use this method are [33], [10], [25], [2].

2.2.3 Expected Model Change

A decision theoretic approach is selecting new instances that result in the greatest change from the
current model. Specifically, instances that result in the greatest change in gradient of the objective
function with respect to the model parameters is often used in the literature. The intuition behind
this framework is that it prefers instances that are likely to most influence the model. This approach
has been shown to work well in empirical studies, but can be computationally expensive if both the
feature space and set of labelings are very large. Works on this area are [2], [32].

Heterogeneity-based models are often easy to understand and implement. However, since their goal is
to identify the most unknown regions of the space (based on the current labeling), they may sometimes
lead to the identification of noisy and unrepresentative regions of the data. This disadvantage has
higher impact when data is more noisy.
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2.3 Performance-Based Models

This class of methods attempt to directly optimize the performance of the learning model. More
specifically, they look at the effect of adding the queried instances on the performance of the learning
model on the remaining unlabeled instances.
There are two classes of techniques that are based on the performance which are discussed below.

2.3.1 Expected Error Reduction

These strategies estimate the expected future error that would result if some new instance is labeled
and added to the labeled instances used for training. And then, it selects the instance that minimizes
that expectation. This strategy was first introduced by [29] for text classification using naive Bayes.
This framework requires estimating the expected future error over unlabeled samples for each query
instance. It also needs to incrementally re-train the learning model for each possible labeling. This
leads to a drastic increase in computational cost (expected error reduction may be the most expensive
active learning framework [31]). For some model classes such as Gaussian random fields, the
incremental training procedure is efficient and exact, making this approach fairly practical. For many
other model classes, this is not the case. Because of this, the applications of the estimated error
reduction framework have mostly only considered simple binary classification tasks. This general
framework has been used in a variety of different contexts in [29], [39], [16].

2.3.2 Expected Variance Reduction

Using the result of [14], we can say that the overall generalization error can be expressed as sum of
the true label noise, model bias, and variance. Of these, only the last term is highly dependent on the
choice of instances selected. Therefore, it is possible to reduce the variance instead of the error.
The main advantage of this strategy over expected error reduction, is the decrease in computational
requirements and the ability to express the variance in closed form, and therefore achieving greater
computational efficiency.
When the learning model has d parameters and we have U unlabeled samples, the time complexity
of this method is of O(U × d3). This quickly becomes intractable for large d and U . As a solution,
many methods have been proposed that approximate the variance such as [28], [17]. However, these
methods are still empirically much slower than simpler query strategies like uncertainty sampling.
Works on this method can be found in [6], [5].

The main advantage of performance-based over heterogeneity-based models is that they intend to
improve the error behavior on the aggregated samples, rather than looking at the uncertainty behavior
of the queried instances. Therefore, unrepresentative or outlier samples are avoided. However, these
methods are computationally very expensive and inefficient for large models or very large dataset.

2.4 Representativeness-Based Models

These models query the data such that the acquired instances resemble the overall distribution better.
This is achieved by weighting dense regions of the input space to a higher degree during the querying
process. Numerous variations of this approach have been proposed, such as those in [32], [27], [25],
[11].

2.5 Hybrid Models

These models combine multiple criteria for query selection to perform active learning. The queried
instances need to be informative and representative. Informativeness simply means bringing new
information about the feature space. Representative means the queried instance should be less likely
to be outlier data. Some work that use this strategy are [9], [18], [20], [38], [8].

3 Paper Reviews

Over the past few years, deep neural networks have been very popular, and they have been used to
solve many real-world problems. Applying deep neural networks to different problems follows a
universal recipe; training a deep model on a very large dataset of labeled examples. However, the
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need for a large number of labeled samples is rather restrictive since labeling can be expensive or
difficult. One way to ease this problem is to come up with smart ways for choosing samples to label
from a very large collection such that we reach a certain accuracy with minimum number of labeled
samples. As we discussed before, this is the definition of active learning.
We have focused on the intersection of active learning and deep neural networks which perform
image classification and, read a number of papers to this end. We have included the reviews of each
of these papers later in this section.

3.1 Captcha Recognition with Active Deep Learning [34]

3.1.1 Proposed method

The problem of breaking CAPTCHA with as few samples as possible is targeted in this paper. Despite
what the paper’s name suggests, their method is more like a non-uniform sampling for training a
network. They assume they have a set of CAPTCHA images with the ground truth text in them and
they train a deep CNN on a small subset of that and iteratively add new correctly labeled samples to
the training set and re-train the network. The criteria for choosing new samples to add is based on
how certain the model is about its first guess in comparison with its certainty about its second guess.
The network is designed to have one output neuron per each character in a CAPTCHA and they use
the normalized value of network’s output as the measure of model’s uncertainty.

3.1.2 Evaluations

They evaluate their method on a CAPTCHA breaking task with synthetically generated samples and
they compare their method with methods using different criteria for choosing new samples among
correctly labeled samples, namely random, all correctly labeled, certain samples and, uncertain
samples according to their proposed measure of uncertainty. They show that their method works the
best among others, however, they did not compare with adding incorrectly labeled samples or using
other measures of uncertainty.

3.1.3 Strengths and weaknesses

The problem of breaking CAPTCHA is interesting and fits well with the characteristics of active
learning, however, their method needs a corpus of labeled training samples and the model cannot ask
for labeling new samples. Also, they used the "score" network gives for each class as a measure of
certainty which is not a good choice. Furthermore, they do not show why considering only correctly
labeled samples makes sense rather than using incorrectly labeled ones. A major limitation of this
method is that it is assumed that all CAPTCHAs have the same number of characters and characters
themselves are limited to digits and English alphabet.

3.2 Cost-Effective Active Learning for Deep Image Classification [36]

3.2.1 Proposed method

Deep networks have some conflicts with active learning assumptions and settings which makes it
hard to adopt active learning to deep networks. A major problem is that deep networks need a huge
corpus of data while in active learning lots of data remain unlabeled and simply gets ignored. This
paper is the first one to directly address using active learning for image classification via deep CNN.
This paper proposes a method inspired by self-paced learning [22] and curriculum learning [3], called
"Cost-Effective Active Learning" (CEAL) method to tackle these problems. The idea is that other
than considering uncertain samples and asking the agent for labeling them, we can also make use
of the network trained so far to get a pseudo-label for samples that network is certain about. In this
way, the model will not ask for relabeling more than other methods, meanwhile, the majority high
confidence samples help to learn more discriminative feature representations. Finally, for measuring
uncertainty they consider least confidence (the maximum value of softmax layer on top of the network
with one-hot embeddings), margin sampling (same as the criteria used in [34]) and entropy.
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3.2.2 Evaluations

They evaluate their model on a face recognition task on CACD database [4] and an object catego-
rization task on Caltech-256 [15]. They compare their method with different criteria such as random
and TCAL [1] which was the state-of-the-art method but it was built to be used with SVMs. Their
method outperforms all other methods and criterion and also they tried training the model having all
samples labeled and used it as an upper-bound. Furthermore, they evaluate the effect of making use
of high confidence samples with pseudo-labels and also different settings for choosing the confidence
threshold choosing high confidence samples.

3.2.3 Strengths and weaknesses

Their idea of using high confidence samples and adding them to the training set is interesting.
However, it brings another challenge of choosing the threshold. Moreover, the experiments were on
relatively small datasets (around 10k-30k samples) and it might be hard to get similar results on larger
datasets such as ImageNet or datasets with even larger images. Another downside of the method is
that softmax probabilities are not necessarily a good measure for model uncertainty.

3.3 Deep Bayesian Active Learning with Image Data [13]

3.3.1 Proposed method

This paper uses Bayesian approach to use for adapting active learning to deep CNNs. Specifically, this
paper addresses the problem of not having a measure for uncertainty in CNNs and lack of scalability
in active learning methods to high-dimensional data and the problem of CNNs overfit quickly. The
idea is to use Bayesian CNNs [12] which can be used to get a sensible measure of model uncertainty
and also works well even with few training samples. Moreover as proven in [12] that dropout can
be used to perform practical approximate inference in complex deep models, it allows to implement
the model without increase in time complexity. The rest of the method is similar to other previously
proposed active learning methods where a acquisition function is defined based on a criterion and
new samples are chosen based on this function. In this paper, multiple acquisition functions are
considered: Max Entropy, maximum information gain (as known as BALD [19]), maximum variation
ratios, maximum mean STD and, random.

3.3.2 Evaluations

They do multiple experiments for evaluating different aspects of their proposed method. First of all,
they compare their method with different acquisition functions and BALD, max entropy and max
variation ratios almost always perform better than the others. Then, they show importance of model
uncertainty (i.e. uncertainty defined in Bayesian CNNs versus taking softmax output of a CNN as
uncertainty measure) by training a deterministic CNN and also a Bayesian CNN and comparing their
error rate. Moreover, they compared their method with other active learning and also semi-supervised
methods. Lastly, they evaluated their method on a cancer diagnosis task from lesion image data.

3.3.3 Strengths and weaknesses

This paper was the first to define a measure for real uncertainty in image classification task via
deep networks which significantly improves the results. On the other hand, to get such results with
Bayesian CNNs you have to reset the model after receiving each new training sample and train it
again in comparison with other methods involving CNNs (e.g. [36]) which at each step only fine
tunes the CNN with new samples.

3.4 Active Learning for Convolutional Neural Networks: A Core-Set Approach [30]

3.4.1 Proposed method

This paper focuses on batch active learning on convolutional neural networks. They first write an
upper bound on the active learning loss such that the active learning loss is bounded by the summation
of the generalization error, the training error and, the core-set loss. Since it is widely observed
that CNNs can achieve very low training error and generalization error of CNNs is shown to be
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bounded[37], they rewrite their active learning loss using only the core-set loss. This loss function is
not computable since it needs all the labels. Therefore, they first give an optimizable upper bound for
this objective function. To do so, they first present a bound for any Lipschitz loss function with fixed
correct labels and, show that loss functions of CNNs with ReLu activations (with zero training error)
satisfy this property as well. Now, the active learning problem is equivalent to k-Center problem
which is NP-hard. However, it is possible to obtain a 2-optimal solution for this problem efficiently
using a greedy approach. They use the same greedy approach to their problem and perform active
learning to query images to labels.

3.4.2 Evaluations

They test their algorithm on the problem of image classification using three different datasets of
CIFAR[21], Caltech-256[15] and SVHN[26]. They compare accuracy obtained by their method
with state of the art implementations of seven active learning schemes: random sampling, uncer-
tainty sampling, deep Bayesian active learning, best oracle uncertainty, k-Medians, batch mode
discriminative-representative active learning, and CEAL. They consider both the fully-supervised and
weakly-supervised settings. Fully-supervised is the case where training the classifier is done using
only the labeled data points. Weakly-supervised is the case where training also utilizes the points
which are not labelled yet. Their method outperforms all other methods in all experiments by a large
margin.

3.4.3 Strengths and weaknesses

One of the strong points of this paper is the novelty of their approach. The paper was also very
informative and detailed. Moreover, previous works all focus on fully-supervised case while this
work considers both the fully and weakly supervised cases. Unlike most previous works, their
method is a batch active learner. One of the major weaknesses of their method is the large number
of assumptions and estimations they use (e.g., zero training error assumption) which makes their
approach questionable. Another drawback is that the datasets used for experiments are rather small
datasets. Also, their method is not straightforward. One potential extension of this model would be to
add uncertainty to it.

4 Discussion

Active learning has been widely studied in the literature. Heterogeneity-based models are relatively
easy to understand and compute, however, they might lead to choosing outliers and noisy samples.
They also cannot be used with today’s deep neural networks due to the correlations caused by batch
sampling.
Performance-based methods are a more theoretically-motivated class of active learners. Since they
directly choose samples with the goal to optimize the performance of the learner, do not suffer from
adding noisy data as heterogeneity-based models do. However, they are generally computationally
expensive. There have been a huge number of works suggesting optimizations for this class of
methods, however, they are still more inefficient than heterogeneity-based methods and, not applicable
to large datasets and complex learning models.

One trend that we observed was the focus of active learning methods on linear classifiers such as
SVMs and, then shifting towards deep neural networks.

Due to the tremendous growth of data, and complexity of learning models which need annotated
data for training, active learning can help reduce the labeling cost. One opportunity will be to
design an active learner that is efficient for large-scale datasets and complex models. Another future
direction will be defining a computationally efficient uncertainty measure such that it captures the
true uncertainty of model on data. Such definition of uncertainty has already been proposed in [13]
but their method is not efficient. Because of the model they use, they have to reset the model after
getting new data which makes the training inefficient. Therefore, defining such a computationally
efficient uncertainty measure remains an open research area.
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