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άIƛŘŘŜƴέ wŜƎǳƭŀǊƛȊŀǘƛƻƴ ƛƴ bŜǳǊŀƭ bŜǘǿƻǊƪǎ

Å Fitting single-layer neural network with SGD and no regularization:

ÅTraining goes to 0 with enough units: ǿŜΩǊŜ ŦƛƴŘƛƴƎ ŀ Ǝƭƻōŀƭ Ƴƛƴ.
ïEven though objective function is highly non-convex.

ÅWhat should happen to training and test error for larger #hidden?
https://www.neyshabur.net/papers/inductive_bias_poster.pdf



άIƛŘŘŜƴέ wŜƎǳƭŀǊƛȊŀǘƛƻƴ ƛƴ bŜǳǊŀƭ bŜǘǿƻǊƪǎ

Å Fitting single-layer neural network with SGD and no regularization:

ÅTest error continues to go down!?! Where is fundamental trade-off??

ÅThere exist global mins with large #hidden units with test error = 1.

ï.ǳǘ ŀƳƻƴƎ ǘƘŜ Ǝƭƻōŀƭ ƳƛƴƛƳŀΣ {D5 ƛǎ ǎƻƳŜƘƻǿ ŎƻƴǾŜǊƎƛƴƎ ǘƻ άƎƻƻŘέ ƻƴŜǎΦ
https://www.neyshabur.net/papers/inductive_bias_poster.pdf



Multiple Global Minima?

ÅFor standard objectives, there is a global min function value f*:



Multiple Global Minima?

ÅFor standard objectives, there is a global min function value f*:

ÅBut this may be achieved by many different parameter values.



Multiple Global Minima?

ÅNow consider the test error:

ïThese ǘǊŀƛƴƛƴƎ ŜǊǊƻǊ άƎƭƻōŀƭ ƳƛƴƛƳŀέ may have very-different test errors.
ïMaybesome of these global minima might even ōŜ ƳƻǊŜ άǊŜƎǳƭŀǊƛȊŜŘέthan others.



Implicit Regularization of SGD

ÅThere is growing evidence that using SGD regularizes parameters.
ï²Ŝ Ŏŀƭƭ ǘƘƛǎ ǘƘŜ άimplicit regularizationέ ƻŦ ǘƘŜ ƻǇǘƛƳƛȊŀǘƛƻƴ ŀƭƎƻǊƛǘƘƳΦ

ÅExperiments indicate SGD implicitly regularizes neural networks.
ï.ǳǘ ǿŜ ŘƻƴΩǘ ƘŀǾŜ ŀ ŎƻƳǇƭŜǘŜ ǘƘŜƻǊȅ ŦƻǊ Ƙƻǿ {D5 ƛǎ ǊŜƎǳƭŀǊƛȊƛƴƎΦ
ïBeyond empirical evidence, we know this happens in simpler cases.

ÅKnown example of implicit regularization in a simpler case:
ïConsider a least squares problem where there ŜȄƛǎǘǎ ŀ ΨǿΩ ǿƘŜǊŜ Xw=y.
ÅResiduals are all zero, we fit the data exactly.

ïYou run [stochastic] gradient descent starting from w=0.
ïConverges to solution Xw=y that has the minimum L2-norm.
ÅSo using SGD is equivalent to L2-regularizationƘŜǊŜΣ ōǳǘ ǊŜƎǳƭŀǊƛȊŀǘƛƻƴ ƛǎ άƛƳǇƭƛŎƛǘέΦ



Implicit Regularization of SGD

ÅKnown example of implicit regularization in a simpler case:
ïConsider a logistic regression problem where data is linearly separable.
ÅWe can fit the data exactly.

ïYou run gradient descent from any starting point.
ïConverges to max-marginsolutionof the problem.
ÅSo using gradient descent is equivalent to encouraging large marginon separable data.

ÅSimilar result known for boostingand matrix factorization.
ïImplicit regularization tends to also achieved with momentum,
ōǳǘ Ƴŀȅ ƴƻǘ ōŜ ƳŀƛƴǘŀƛƴŜŘ ƛŦ ǿŜ ǳǎŜ άadativeέ ƳŜǘƘƻŘǎ ƭƛƪŜ AdaGrad/Adam.



Double Descent Curves

ÅWhat is going on???

https://openai.com/blog/deep-double-descent/



²ƻǊǎǘ ǾǎΦ .Ŝǎǘ άDƭƻōŀƭ aƛƴƛƳǳƳέ
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ÅLearningtheory resultsanalyze global min with worst test error.
ïActual test error for different global minima be better than worst case bound.
ï¢ƘŜƻǊȅ ƛǎ ŎƻǊǊŜŎǘΣ ōǳǘ ƳŀȅōŜ άǿƻǊǎǘ ƻǾŜǊŦƛǘǘƛƴƎ ǇƻǎǎƛōƭŜέ ƛǎ too pessimistic?




