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Last Time: Empirical Bayes and Hierarchical Bayes

In Bayesian statistics we work with posterior over parameters,

p(θ | x, α, β) = p(x | θ)p(θ | α, β)
p(x | α, β)

.

We discussed empirical Bayes, where you optimize prior using marginal likelihood,

argmax
α,β

p(x | α, β) = argmax
α,β

∫
θ
p(x | θ)p(θ | α, β)dθ.

Can be used to optimize λj , polynomial degree, RBF σi, polynomial vs. RBF, etc.

We also considered hierarchical Bayes, where you put a prior on the prior,

p(α, β | x, γ) = p(x | α, β)p(α, β | γ)
p(x | γ)

.

Further protection against overfitting, and can be used to model non-IID data.



Motivation for Topic Models

We want a model of the “factors” making up a set of documents.

In this context, latent-factor models are called topic models.

http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation

“Topics” could be useful for things like searching for relevant documents.

http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation


Classic Approach: Latent Semantic Indexing
Classic methods are based on scores like TF-IDF:

1 Term frequency: probability of a word occuring within a document.
E.g., 7% of words in document i are “the” and 2% of the words are “LeBron”.

2 Document frequency: probability of a word occuring across documents.
E.g., 100% of documents contain “the” and 0.01% have “LeBron”.

3 TF-IDF: measures like (term frequency)*log 1/(document frequency).
Seeing “LeBron” tells you a lot about document, seeing ‘the” tells you nothing.

Many many many variations exist.

TF-IDF features are very redundant.
Consider TF-IDF of “LeBron”, “Durant”, and “Giannis”.
High values of these typically just indicate topic of “basketball”.
Basically a weighted bag of words.

We want to find latent factors (“topics”) like “basketball”.



Modern Approach: Latent Dirichlet Allocation

Latent semantic indexing (LSI) topic model:
1 Summarize each document by its TF-IDF values.
2 Run a latent-factor model like PCA or NMF on the matrix.
3 Treat the latent factors as the “topics”.

LSI has largely been replace by latent Dirichlet allocation (LDA).
Hierarchical Bayesian model of all words in a document.

Still ignores word order.
Tries to explain all words in terms of topics.

The most cited ML paper in the 00s?

LDA has several components, we’ll build up to it by parts.

We’ll assume all documents have d words and word order doesn’t matter.



Model 1: Categorical Distribution of Words

Base model: each word xj comes from a categorical distribution.

p(xj = “the”) = θ“the” where θword ≥ 0 and
∑
word

θword = 1.

So to generate a document with d words:
Sample d words from the categorical distribution.

Drawback: misses that documents are about different “topics”.
We want the word distribution to depend on the “topics”.



Model 2: Mixture of Categorical Distributions

To represent “topics”, we’ll use a mixture model.
Each mixture has its own categorical distribution over words.

E.g., the “basketball” mixture will have higher probability of “LeBron”.

So to generate a document with d words:

Sample a topic z from a categorical distribution.
Sample d words from categorical distribution z.

Drawback: misses that documents may be about more than one topics.



Model 3: Multi-Topic Mixture of Categorical
Our third model introduces a new vector of “topic proportions” π.

Gives percentage of each topic that makes up the document.
E.g., 80% basketball and 20% politics.

Called probabilistic latent semantic indexing (PLSI).

So to generate a document with d words given topic proportions π:
Sample d topics zj from categorical distribution π.
Sample a word for each zj from corresponding categorical distribution.

Drawback: how do we compute π for a new document?
There is no generative model of π in this model.



Model 4: Latent Dirichlet Allocation
Latent Dirichlet allocation (LDA) puts a prior on topic proportions.

Conjugate prior for categorical is Dirichlet distribution.

So to generate a document with d words given Dirichlet prior:
Sample mixture proportions π from the Dirichlet prior.
Sample d topics zj from categorical distribution π.
Sample a word for each zj from corresponding categorical distribution.

This is the generative model, typically fit with MCMC or variational methods.











Latent Dirichlet Allocation Example

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf


Latent Dirichlet Allocation Example

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf


Latent Dirichlet Allocation Example
Health topics in social media:

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0103408

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0103408


Latent Dirichlet Allocation Example
Three topics in 100 years of “Vogue” fashion magazine:

http://dh.library.yale.edu/projects/vogue/topics/

http://dh.library.yale.edu/projects/vogue/topics/


Discussion of Topic Models

There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.

http://people.ee.duke.edu/~lcarin/Blei2005CTM.pdf

http://people.ee.duke.edu/~lcarin/Blei2005CTM.pdf


Discussion of Topic Models
There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.
Can be combined with Markov models to capture dependencies over time.
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Discussion of Topic Models

There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.
Can be combined with Markov models to capture dependencies over time.
Recent work on better word representations like“word2vec” (CPSC 340).
Now being applied beyond text, like “cancer mutation signatures”:

http://journals.plos.org/plosgenetics/article?id=10.1371/journal.pgen.1005657

http://journals.plos.org/plosgenetics/article?id=10.1371/journal.pgen.1005657


Discussion of Topic Models
Topic models for analyzing musical keys:

http://cseweb.ucsd.edu/~dhu/docs/nips09_abstract.pdf

http://cseweb.ucsd.edu/~dhu/docs/nips09_abstract.pdf


Monte Carlo Methods for Topic Models

Nasty integrals in topic models:

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation


Monte Carlo Methods for Topic Models

How do we actually use Monte Carlo for topic models?

First we write out the posterior:



Monte Carlo Methods for Topic Models

How do we actually use Monte Carlo for topic models?

Next we generate samples from the posterior:
With Gibbs sampling we alternate between:

Sampling topics given word probabilities and topic proportions.
Sampling topic proportions given topics and prior parameters α.
Sampling word probabilities given topics, words, and prior parameters β.

Have a burn-in period, use thinning, try to monitor convergence, etc.

Finally, we use posterior samples to do inference:

Distribution of topic proportions for sample i is frequency in samples.
To see if words come from same topic, check frequency in samples.



Summary

Topic models: latent-factor model of discrete data text.

The latent “factors” are called “topics”.

Latent Dirichlet allocation: hierarchical Bayesian topic model.

Represent words in documents as coming from different topics.
Each document has its own proportion for each topic.

Next time: we start talking about more-fancy sampling methods.


