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Last Time: Computer Vision CNN “Revolution”

• CNNs are now being used beyond image classification:

• Trend towards end-to-end systems:
– Neural network does every step, backpropagation refines every step.

• Fully-convolutional networks (FCNs) are a common ingredient.
– All layers are convolutions, including upsampling “transposed convolutions”.



Motivation: Sequence Modeling

• We want to predict the next words in a sequence:

– “I am studying to become a [???????????????????????????]”.

• Simple idea: supervised learning to predict the next word.

– Applying it repeatedly to generate the sequence.

• Simple approaches:

– Markov chain (doesn’t work well, see “Garkov”).
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– “I am studying to become a [???????????????????????????]”.

• Simple idea: supervised learning to predict the next word.

– Applying it repeatedly to generate the sequence.
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Motivation: Sequence Modeling

• We want to predict the next words in a sequence:

– “I am studying to become a [???????????????????????????]”.

• Simple idea: supervised learning to predict the next word.

– Applying it repeatedly to generate the sequence.

• Simple approaches:

– Neural network.
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State-Space Models

• Problem with simple approaches:

– All information about previous decision must be summarized by xt.

– We ‘forget’ why we predicted xt when we go to predict xt+1.

• More complex dynamics possible with state-space models:

– Add hidden states with their own latent dynamics.
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Challenges of State-Space Models

• Problem 1: inference only has closed-form in simple situations.

– Only 2 cases: Gaussian z and y (Kalman filter) or discrete z (HMMs).

– Otherwise, need to use approximate inference.

• Problem 2: memory is very limited.

– You have to choose a zt at time ‘t’.

• But still need to compress information into a single hidden state.

• Obvious solution:

– Have multiple hidden zt at time ‘t’, as we did before.

• But now inference becomes hard.



Recurrent Neural Networks

• Recurrent neural networks (RNNs) give solution to inference:

– At time ‘t’, hidden units are deterministic transformations of time ‘t-1’.

– Basically turns the problem into a big and structured neural network.
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Recurrent Neural Networks

• RNNs can be used to translate input sequence to output sequence:

– A neural network version of latent-dynamics models.

– Deterministic transforms mean hidden ‘z’ can be really complicated.

• But with easy inference.

• I’m using “z1” as all the
hidden units in a
neural network.
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Recurrent Neural Networks

• Can think of each time as implementing the same neural network:

– But with connections from hidden units at previous time.



Sequence-to-Sequence

• An interesting variation on this for sequences of different lengths:

– Translate from French sentence ‘x’ to English sentence ‘y’.

• Usually we tie parameters in two phases:

– “Encoding phase” and “decoding phase”.

– Special “BOS” at end of input, “EOS” at end of output.
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Training Recurrent Neural Networks

• Train using stochastic gradient: “backpropagation through time”.

• Similar challenges/heuristics to training deep neural networks:
• “Exploding/vanishing gradient”, initialization is important, slow progress, etc.

• Exploding/vanishing gradient problem is now worse:

– Parameters are tied across time:

• Gradient gets magnified or shrunk exponentially at each step.

– Common solutions: 

• “Gradient clipping”: limit gradient to some maximum value.

• Long Short Term Memory (LSTM): make it easier for information to persist.



Variations on Recurrent Neural Networks

• Bi-directional RNNs: feedforward from past and future.

• Recursive neural networks: consider sequences through non-chain data.

• Graphical models to explicitly encourage output dependencies:
• https://arxiv.org/abs/1711.04956



Long Short Term Memory (LSTM)

• Long short term memory (LSTM) models are special case of RNNs:

– Designed so that model can remember things for a long time.

• LSTMs have been the analogy of convolutions for RNNs:

– “The trick that makes them work in applications.”

• LSTMs are getting impressive performance in various settings:

– Cursive handwriting recognition.

• https://www.youtube.com/watch?v=mLxsbWAYIpw

– Speech recognition.

– Machine translation.

– Image and video captioning.

https://www.youtube.com/watch?v=mLxsbWAYIpw


LSTMs for Image Captioning

https://arxiv.org/pdf/1411.4555.pdf



LSTMs for Video Captioning

http://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Venugopalan_Sequence_to_Sequence_ICCV_2015_paper.pdf



LSTMs for Video Captioning

http://www.cv-foundation.org/openaccess/content_iccv_2015/papers/Venugopalan_Sequence_to_Sequence_ICCV_2015_paper.pdf



Long Short Term Memory

• In addition to usual hidden values ‘z’, LSTMs have memory cells ‘c’:
– Purpose of memory cells is to remember things for a long time.

• “Read/write/forget”:
– Information gets into the cell when its input gate is on.

– Information is read from the cell when the output gate is on.

– Information is thrown away when the forget gate is off.

• “Gate functions”: approximate binary operations (like “write or not”).
– Replace operation by a sigmoid functions to make it continuous/differentiable.

http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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LSTM Structure



Vanilla RNN vs. LSTM

http://arxiv.org/pdf/1506.02078v2.pdf

• Notice that if “f=1” and “i=0”, then memory is unchanged.
– Memory might only change for specific inputs.

• More recent: gated recurrent unit (GRU):
– Similar performance but a bit simpler.



http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Residual Connections

• As in ResNets, modern RNNs are including residual connections:

• You can also add residual connections across time.
– Many variations on “skip connections”

https://arxiv.org/pdf/1609.08144.pdf



Attention

• Many recent systems incorporate attention.
– Google’s neural machine translation incorporates.

• Learn to re-weight during decoding to emphasize important parts

https://arxiv.org/pdf/1609.08144.pdf



Attention

• Attention for language translation:

https://code.facebook.com/posts/1978007565818999/a-novel-approach-to-neural-machine-translation/



Attention

• Attention for image captioning:

https://arxiv.org/pdf/1502.03044.pdf



Convolutions for Sequences?

• Should we really be going through a sequence sequentially?

– What if stuff in the middle is really important, and changes meaning?

• Recent works have started using convolutions for sequences.

https://medium.com/@TalPerry/convolutional-methods-for-text-d5260fd5675f



Digression: Dilated Convolutions (“a trous”)

• Best CNN systems have gradually reduced convolutions sizes.
– Many modern architectures use 3x3 convolutions, far fewer parameters!

• Sequences of convolutions take into account larger neighbourhood.
– 3x3 convolution followed by another gives a 5x5 neighbourhood.
– But need many layers to cover a large area.

• Alternative recent strategy is dilated convolutions (“a trous”).

• Not the same as “stride” in a CNN:
– Doing a 3x3 convolution at all locations, but using  pixels that are not adjacent.
– During upsampling, you can use interpolation to fill the holes.

https://medium.com/@TalPerry/convolutional-methods-for-text-d5260fd5675f



Dilated Convolutions (“a trous”)

• Modeling language and music with dilated convolutions:

https://arxiv.org/pdf/1610.10099.pdf
https://arxiv.org/pdf/1609.03499.pdf



More RNN/CNN Applications

• Generating text:
– https://pjreddie.com/darknet/rnns-in-darknet

• Fake positive/negative Amazong reviews:
– https://blog.openai.com/unsupervised-sentiment-neuron

• PDF to LaTeX:

• Lip reading:
– https://www.youtube.com/watch?v=5aogzAUPilE

https://arxiv.org/pdf/1609.04938v1.pdf

https://pjreddie.com/darknet/rnns-in-darknet
https://blog.openai.com/unsupervised-sentiment-neuron
https://www.youtube.com/watch?v=5aogzAUPilE


RNNs/CNNs for Poetry

• Generating poetry:

• Image-to-poetry:

• Movie script:

– https://www.youtube.com/watch?v=LY7x2Ihqjmc

https://medium.com/artists-and-machine-intelligence/adventures-in-narrated-reality-6516ff395ba3

https://www.youtube.com/watch?v=LY7x2Ihqjmc


RNNs/CNNs for Music and Dance 

• Music generation:

– https://www.youtube.com/watch?v=RaO4HpM07hE

• Text to speech and music waveform generation:

– https://deepmind.com/blog/wavenet-generative-model-raw-audio

• Dance choreography:

– http://theluluartgroup.com/work/generative-choreography-using-deep-learning

• Music composition:

– https://www.facebook.com/yann.lecun/videos/10154941390687143

https://www.youtube.com/watch?v=RaO4HpM07hE
https://deepmind.com/blog/wavenet-generative-model-raw-audio
http://theluluartgroup.com/work/generative-choreography-using-deep-learning
https://www.facebook.com/yann.lecun/videos/10154941390687143


Neural Turing/Programmers

• Many interesting recent variations on memory/attention.

– A good place to start is here: https://distill.pub/2016/augmented-rnns

https://www.facebook.com/FBAIResearch/posts/362517620591864



Summary

• Recurrent neural networks:

– Neural networks for model sequenctial inputs and/or sequential outputs.

• Long short term memory:

– Gating functions which update “memory cells” for long-range interactions.

• Dilated convolutions:

– Convolutions with holes to model long-term dependencies.

• Next time: why everything we’ve done in 340 and 540 is wrong.


