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Big Data Phenomenon

 We are collecting and storing data at
an unprecedented rate.

 Examples:
— News articles and blog posts.
— YouTube, Facebook, and WWW.
— Credit cards transactions and Amazon purchases.
— Gene expression data and protein interaction assays.
— Maps and satellite data.
— Large hadron collider and surveying the sky.
— Phone call records and speech recognition results.
— Video game worlds and user actions.




Machine Learning

What do you do with all this data?

— Too much data to search through it manually.

But there is valuable information in the data.

— Can we use it for fun, profit, and/or the greater good?

Machine learning: use computers to automatically detect patterns
in data and make predictions or decisions.
Most useful when:

— Don’t have a human expert.

— Humans can’t explain patterns.

— Problem is too complicated.



Machine Learning vs. Statistics

* Machine learning (ML) is very similar to statistics.

— A lot of topics overlap.

 But ML places more emphasis on:
1. Computation and large datasets.
2. Predictions rather than descriptions.
3. Non-asymptotic performance.
4. Models that work across domains.

* The field is growing very fast:
— ~2500 attendees at NIPS 2014, ~4000 at NIPS 2015.

— Influence of SSS, too.



Applications

Spam filtering.
Credit card fraud detection.
Product recommendation.

English — detected ~ French -~

Data mining.| L'exploration de
données .

Motion capture.
Machine translation.
Speech recognition.
Face detection.
Object detection.
Sports analytics.
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CPSC 340 and CPSC 540

There are two ML classes: CPSC 340 and 540.

— Roughly structured as one full-year course.
CPSC 340:

— Introductory course on data mining and ML.

— Emphasis on applications of ML.

— Useful techniques you can apply to your research.
— | strongly recommend taking CPSC 340 first.

CPSC 540:

— Research-level ML methods and theory.

— Not an introductory course:
* Assumes familiarity with basic ML concepts.
» Stronger math/CS background
* Much more work.

* Many standard topics are not covered:
— Random forests, clustering, collaborative filtering, data visualization, etc.



Course Outline

e 2-4 |lectures on each of the following:
— Linear models (also covered in CPSC 340).
— Advanced linear models.
— Density estimation.
— Graphical models.
— Bayesian methods.
— Deep learning (also covered in CPSC 340).
— Causal, active, and online learning.
— Reinforcement learning.
— Learning theory.

* For an overview of topics covered in 340 and 540 see here:
— http://www.cs.ubc.ca/~schmidtm/Courses/340-F15/L35.pdf



Math Prerequisites

Research-level ML involves a lot of math.

You should be comfortable with:

— Linear algebra: vectors, matrices, eigenvalues.

— Probability: conditional probability, expectations.
— Multivariate calculus: gradients, optima.

— Proof strategies and filling in derivation details.

Suggested courses: Math 200, 220, 221, 302.

“I didn't really feel prepared for this course. | had never really done
vector calculus before.”



Computer Science Prerequisites

ML places a big emphasis on computation.

You should be comfortable with:
— Data structures: pointers, trees, heaps, hash maps, graphs.
— Algorithms and complexity:

* Big-0O, divide + conquer, randomized algorithms, dynamic programming, proving NP-hard.

— Scientific computing: matrix factorization, conditioning.

Suggested courses: CPSC 221, 302, 320:

— “I have programming experience in my work/research/courses” is not enough.

“It is taught in a manner very hard and intimidating for those who are
not in computer science.”



Stat/ML Prerequisites

This is not an introductory ML course.

You should be comfortable with:
— Linear regression.

— Cross-validation.

— Regularization.

— Logistic regression.

We will only cover these topics briefly and then build on them.
— If you don’t know these, you will fall behind quickly.

Suggested courses: Stat 306 or CPSC 340.
— “I did Coursera” is not enough.



Prerequisite Form

e All students must submit the prerequisite form.
— CS and ECE grad students: submit in class by January 14.
— All others: submit to enroll in course.

CPSC 540: Machine Learning:
Prerequisite Form

Machine learning is a very popular topic, and it is increasingly being used in a huge variety of applications.
However, the material is also wvery challenging because it brings together a larger number of ideas from
computer science, mathematics, and statistics. Unfortunately, due to the popularity of the topic we typically
have a few students register for the course who do not yet have the appropriate background. These students
not only burt themselves because they struggle with the high workload in the course, but they also hurt the
experience of the other students sinee significant class time ends up being spent. on material that should e
apecilied as prerequisites.

While it is hard to add formal prereguisites to graduate courses becaonse people come from such different
backgrounds, we need to establish that everyvone in the class has a common background. Below 1 give a list
of courses (and important related topics) that T would ideally like a CPSC 540 student to take either before
or simultancously with CPSC H40:

e A linear algebra course like Math 221 (linear systems, eigenvalues).
e A probability course like Math 302 {conditional probability, expectations).
s A mmultivariate caleulus course like Math 200 (gradicents, optima).

s A scientific computing course like CPSC 302 {numerical solution of linear systems, condition nmmber).

An algorithms and complexity course like CPSC 320 (big-0O notation, NP-hard problems).
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Auditing and Recording

e Auditing 540, an excellent option:
— Pass/fail on transcript rather than grade.

— Do 1 assignment or write a 2-page report on one technique from class or
attend > 90% of classes.

— But please do this officially:

* http://students.ubc.ca/enrolment/courses/academic-planning/audit

* About recording lectures:
— Do not record without permission.
— All class material will be available online.


http://students.ubc.ca/enrolment/courses/academic-planning/audit

Textbook and Other Optional Reading

No textbook covers all course topics.
The closest is Kevin Murphy’s “Machine Learning”.

For each lecture:

— I’ll give relevant sections from this book. Machine Learning

A Probabilistic Perspective

Kevin P. Murphy

— I'll give other related online material.

There is a list of related courses on the webpage.



Grading

* Course grades will be split evenly between:

— 5 assignments (written and Matlab programming).
— Midterm (currently scheduled for March 17).
— Course project (currently scheduled to be due April 19).

* Your department should have Matlab access:
— If not, you can get a CS guest account or buy it through the bookstore.



Assignments

* Due at the start of Tuesday classes:
— Al:January 19 (2 weeks), February 2, February 23, March 8, March 29.

e Start early, the assignments are a lot of work:

— “This course's workload was a bit more than | would have liked. It seems
like this course takes twice the amount of time as another course.”

* You can do assignments in groups of 1 to 3.
— Hand in one assignment for the group.
— But each member should still know the material.



Late Assignment Policy

* You can have up to 3 total ‘late classes’:
— Handing in on Thursday counts as 1.
— Handing in on next Tuesday counts as 2.

— Examples:
* you can hand in Al, A4, and A5 one day late.
* you can hand in A2 two days late and A4 one day late.
* you can hand in Al three days late, and all others on time.

— If you need multiple late days for Al, consider dropping course.

— Due to midterm, you cannot use multiple late days on A4.
— Beyond 3 late classes, you will get a mark of O.



Getting Help

Piazza for assignment/course questions:
— piazza.com/ubc.ca/winterterm12015/cpsc340

Office hours:
— Wednesdays 11:30-12:30 (ICICS 193), or by appointment.

Optional weekly tutorials:

— Run by TAs covering related material.

— Fridays 3:00-4:00 and 4:00-5:00 (DMP 101).
Optional help sessions:

— Only on weeks when assignment are due.
— Probably Mondays 3:30-5.

Teaching Assistants:
— Reza Babanezhad.

— Alireza Shafaei.
— Sharan Vaswani.




Midterm and Course Project

 Midterm details:
— In class, scheduled for March 17.
— Closed book, two-page double-sided ‘cheat sheet’.
— Given a list of things you need to know how to do.
— Mostly minor variants on assignment questions.
— No requirement to pass the midterm.

* Let me know ASAP if you must miss the exam.

* Course projects can be done in groups of 2-3:

— A |ot of flexibility in possible topics:
* Literature review, coding, experiments, application, theory.

— More details coming later in term.



(pause)



Motivating Example: Food Allergies

* You frequently start getting an upset stomach

AlmostMaokesSense.com Jameson Shroger
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* You suspect an adult-onset food allergy.



Motivating Example: Food Allergies

* You start recording food and IgE levels each day:
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* We want to write a program that:

— Takes food levels for the day as an input.

— Predicts IgE level for the day as the output.
e But foods interact: ‘formula’ mapping foods to IgE is hard to find:

— Given the data, we could use machine learning to write this program.
— The program will predict target (IgE levels) given features (food levels).



Supervised Learning

* This is an example of supervised learning:

— Inputis ‘n’ training examples (x,, y) /\/M
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— X, is the features for example ‘i’ (we’ll use ‘d’ as the number of features).

* In this case, the quantities of food eaten on day ‘i’

— vy, is target for example i’

* In this case, the level of IgE.

— Output is a function mapping from x. space to y, space.
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Supervised Learning

e Supervised learning is most successful ML method:
— Spam filtering, Microsoft Kinect, speech recognition, object detection, etc.

 Most useful when:
— You don’t know how to map from inputs to outputs.

— But you have a lot of input-to-output examples. More peants = mare €

* Wheny, is continuous, it’s called regression.

* Today, we consider the special case of linear regression:
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Linear Regression

* Linear regression:

— Prediction is weighted sum of features:
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Least Squares

* Supervised learning goal:
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 Can we choose weights to make this happen?
* The classic way to do is minimize square error:
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Least Squares Objective

e Classic procedure: minimize squared error:
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Least Squares Objective

e Classic procedure: minimize squared error:
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Least Squares Objective

 Why squared error?
— There is some theory justifying this choice:

* Errors follow a normal distribution.
e Central limit theorem.

— Computation: quadratic function, so easy to minimize.
* How do we calculate the optimal ‘w’?

— The error is a convex quadratic function of ‘w’.
— We can take the gradient and set it to zero.
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Least Squares (Vector Notation)

e So our objective is to minimize

(G =y P+ (o= + Gy e+ (= )
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* Observe that prediction is inner product.
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Least Squares (Matrix Notation)

* So least squares using vectors ‘w’ and ‘x;’ is:

e > (W )

* To derive solution, need matrix notation:

Minjmze H Xw — H‘z
w RS 7 N X 4
* Where: o
— Each row of feature matrix X’ is an ‘x;”. = ST
/‘__——-' =3
— Element ‘i’ of target vector vy’ is y.". A

— | |z] | is the Euclidean norm.
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Gradient Vector

* Deriving least squares solution:

— Set gradient equal to zero and solve for ‘w’.

e Recall gradient is vector of partial derivatives:
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* Gradients appear a lot in ML.



Digression: Linear Functions

e Alinear function of ‘W’ is a function of the form:

flw)=alw T4

vector scalar

e Gradient of linear function in matrix notation:

1. Convert to summation notation: L) = % oow, TP
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Digression: Quadratic Functions

* A quadratic function ‘W’ is a function of the form:
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Summary

Machine learning: automatically detecting patterns in data to help
make predictions and/or decisions.

CPSC 540: graduate-level 2" or 3" course on this topic.
Supervised learning: using data to learn input:output map.
Least squares: classic approach to linear regression.
Quadratics: frequently arise in ML (minimizing is linear system).

Next time: is this actually “learning” in any meaningful sense?



