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Motivation

We are entering the era of big data:

Tens of billions of webpages.
100s of hours of YouTube videos every minute.
Sequenced genomes of 1000s of people, each containing
billions of base-pairs.
Over 200 million products on Amazon.
Over 300 trillion experiments in the large hadron collider.

We need automated data analysis.

This overview roughly follows Chapter 1 of MLAPA.
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Machine Learning

Study of using computers to automatically detect patterns in
data, and use these to make predictions or decisions.

One of the fastest-growing areas of science/engineering.

Recent successes: Kinect, book/movie recommendation, spam
detection, credit card fraud detection, face recognition, speech
recognition, object recognition, self-driving cars.

Many more applications to be discovered!
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Types of Machine Learning

Supervised learning:

1.2. Supervised learning 7
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Figure 1.5 (a) First 9 test MNIST gray-scale images. (b) Same as (a), but with the features permuted
randomly. Classification performance is identical on both versions of the data (assuming the training data
is permuted in an identical way). Figure generated by shuffledDigitsDemo.

or width is below some threshold. However, distinguishing versicolor from virginica is slightly
harder; any decision will need to be based on at least two features. (It is always a good idea
to perform exploratory data analysis, such as plotting the data, before applying a machine
learning method.)

Image classification and handwriting recognition

Now consider the harder problem of classifying images directly, where a human has not pre-
processed the data. We might want to classify the image as a whole, e.g., is it an indoors or
outdoors scene? is it a horizontal or vertical photo? does it contain a dog or not? This is called
image classification.

In the special case that the images consist of isolated handwritten letters and digits, for
example, in a postal or ZIP code on a letter, we can use classification to perform handwriting
recognition. A standard dataset used in this area is known as MNIST, which stands for “Modified
National Institute of Standards”5. (The term “modified” is used because the images have been
preprocessed to ensure the digits are mostly in the center of the image.) This dataset contains
60,000 training images and 10,000 test images of the digits 0 to 9, as written by various people.
The images are size 28× 28 and have grayscale values in the range 0 : 255. See Figure 1.5(a) for
some example images.

Many generic classification methods ignore any structure in the input features, such as spatial
layout. Consequently, they can also just as easily handle data that looks like Figure 1.5(b), which
is the same data except we have randomly permuted the order of all the features. (You will
verify this in Exercise 1.1.) This flexibility is both a blessing (since the methods are general
purpose) and a curse (since the methods ignore an obviously useful source of information). We
will discuss methods for exploiting structure in the input features later in the book.

5. Available from http://yann.lecun.com/exdb/mnist/.

Given input and output examples.
Build a model that predicts the output from the inputs.
You can use the model to predict the output on new inputs

Called regression with continous outputs,
and classification with discrete outputs.
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Types of Machine Learning

Comments on supervised learning:

Most common type of machine learning.

Useful you have a well-defined pattern recognition problem but
don’t know how to solve it,
And you have lots of labeled data.
Many variants:

Multiple regression and multi-label classificaiton.
Multi-task variants.
Collaborative filtering.
Structured prediction.

Key reason for machine learning’s popularity and success.
Major focus of this course.
But, unsupervised variants based on similar principles.
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Types of Machine Learning

Unsupervised learning:12 Chapter 1. Introduction

(a) (b)

Figure 1.10 a) 25 randomly chosen 64 × 64 pixel images from the Olivetti face database. (b) The mean
and the first three principal component basis vectors (eigenfaces). Figure generated by pcaImageDemo.

When used as input to other statistical models, such low dimensional representations often
result in better predictive accuracy, because they focus on the “essence” of the object, filtering
out inessential features. Also, low dimensional representations are useful for enabling fast
nearest neighbor searches and two dimensional projections are very useful for visualizing high
dimensional data.

The most common approach to dimensionality reduction is called principal components
analysis or PCA. This can be thought of as an unsupervised version of (multi-output) linear
regression, where we observe the high-dimensional response y, but not the low-dimensional
“cause” z. Thus the model has the form z → y; we have to “invert the arrow”, and infer the
latent low-dimensional z from the observed high-dimensional y. See Section 12.1 for details.

Dimensionality reduction, and PCA in particular, has been applied in many di�erent areas.
Some examples include the following:

• In biology, it is common to use PCA to interpret gene microarray data, to account for the
fact that each measurement is usually the result of many genes which are correlated in their
behavior by the fact that they belong to di�erent biological pathways.

• In natural language processing, it is common to use a variant of PCA called latent semantic
analysis for document retrieval (see Section 27.2.2).

• In signal processing (e.g., of acoustic or neural signals), it is common to use ICA (which is a
variant of PCA) to separate signals into their di�erent sources (see Section 12.6).

• In computer graphics, it is common to project motion capture data to a low dimensional
space, and use it to create animations. See Section 15.5 for one way to tackle such problems.

1.3. Unsupervised learning 13lambda=7.00, nedges=18

Figure 1.11 A sparse undirected Gaussian graphical model learned using graphical lasso (Section 26.7.2)
applied to some flow cytometry data (from (Sachs et al. 2005)), which measures the phosphorylation status
of 11 proteins. Figure generated by ggmLassoDemo.

1.3.3 Discovering graph structure

Sometimes we measure a set of correlated variables, and we would like to discover which ones
are most correlated with which others. This can be represented by a graph G, in which nodes
represent variables, and edges represent direct dependence between variables (we will make
this precise in Chapter 10, when we discuss graphical models). We can then learn this graph
structure from data, i.e., we compute Ĝ = argmax p(G|D).

As with unsupervised learning in general, there are two main applications for learning sparse
graphs: to discover new knowledge, and to get better joint probability density estimators. We
now give somes example of each.

• Much of the motivation for learning sparse graphical models comes from the systems biology
community. For example, suppose we measure the phosphorylation status of some proteins
in a cell (Sachs et al. 2005). Figure 1.11 gives an example of a graph structure that was learned
from this data (using methods discussed in Section 26.7.2). As another example, Smith et al.
(2006) showed that one can recover the neural “wiring diagram” of a certain kind of bird
from time-series EEG data. The recovered structure closely matched the known functional
connectivity of this part of the bird brain.

• In some cases, we are not interested in interpreting the graph structure, we just want to
use it to model correlations and to make predictions. One example of this is in financial
portfolio management, where accurate models of the covariance between large numbers of
di�erent stocks is important. Carvalho and West (2007) show that by learning a sparse graph,
and then using this as the basis of a trading strategy, it is possible to outperform (i.e., make
more money than) methods that do not exploit sparse graphs. Another example is predicting
tra�c jams on the freeway. Horvitz et al. (2005) describe a deployed system called JamBayes
for predicting tra�c flow in the Seattle area; predictions are made using a graphical model
whose structure was learned from data.

Given data, discover ‘patterns’.
Could be simple model that reproduces data.
Could be relationships between the variables.
Could be relationships between the data.



Types of Machine Learning

Reinforcement learning:

We have an agent that can perform actions.
We give it rewards and punishments.
Not covered in this course.
But supervised/unsupervised methods often key component.



Basic Concepts

Parametric models:

have a fixed number of parameters.
Examples: naive Bayes, linear regression.

Non-parametric models:

number of parameters grows with the data size.
Examples: k-nearest neighbors, kernel regression.

Generalization error:

in machine learning focuses on predictions for new data.
we can estimate this using a validation set.

Over-fitting:

if we have too many parameters, we may fit noise in the data.
we can combat this with model selection or regularization.
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Basic Concepts

Common models for classification:

Naive Bayes.
k-nearest neighbors.
Logistic regression.
Support vector machines.
Random Forests.
Gaussian processes.
Neural networks.

No free lunch theorem:

There is no single best model that works optimally for all kinds
of problems [Wolpert, 1996].
Model that works in one domain may work poorly in another.
In this course we’ll look at a variety of models/assumptions.
“All models are wrong, but some are useful” - Box.



Basic Concepts

How should we evaluate a classifier?

Empirically estimate generalization error.
Number of parameters.
Training time.
Testing time.
Model flexibility.
How much data is needed?
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