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Motivation for Topic Models

We want a model of the hidden “factors” making up a set of documents.

In this context, latent-factor models are called topic models.

http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation

“Topics” could be useful for things like searching for relevant documents.

http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation
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Classic Approach: Latent Semantic Indexing
Classic methods are based on scores like TF-IDF:

1 Term frequency: probability of a word occuring within a document.
E.g., 7% of words in document i are “the” and 2% of the words are “LeBron”.

2 Document frequency: probability of a word occuring across documents.
E.g., 100% of documents contain “the” and 0.01% have “LeBron”.

3 TF-IDF: measures like (term frequency)*log 1/(document frequency).
Seeing “LeBron” tells you a lot about document, seeing “the” tells you nothing.

Many many many variations exist.

TF-IDF features are very redundant.
Consider TF-IDF of “LeBron”, “Durant”, and “Giannis”.
High values of these typically just indicate topic of “basketball”.
Basically a weighted bag of words.

We want to find latent factors (“topics”) like “basketball”.
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Modern Approach: Latent Dirichlet Allocation

Latent semantic indexing (LSI) topic model:
1 Summarize each document by its TF-IDF values.
2 Run a latent-factor model like PCA or NMF on the matrix.
3 Treat the latent factors as the “topics”.

LSI has largely been replace by latent Dirichlet allocation (LDA).
Hierarchical Bayesian model of all words in a document.

Still ignores word order.
Tries to explain all words in terms of topics.

The most cited ML paper in the 00s?

LDA has several components, we’ll build up to it by parts.

We’ll assume all documents have d words and word order doesn’t matter.
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Model 1: Categorical Distribution of Words

Base model: each word xj comes from the same categorical distribution.

p(xj = “the”) = θ“the” where θword ≥ 0 and
∑
word

θword = 1.

So to generate a document with d words:
Sample d words from the categorical distribution.

Drawback: misses that documents are about different “topics”.
We want the word distribution to depend on the “topics”.
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Model 2: Mixture of Categorical Distributions
To represent “topics”, we’ll use a mixture model.

Each mixture has its own categorical distribution over words.
E.g., the “basketball” mixture will have higher probability of “LeBron”.

So to generate a document with d words:
Sample a topic z from a categorical distribution.
Sample d words from categorical distribution z.

Similar to a mixture of independent categorical distributions.
But we tie categorical distribution across the d variables, given cluster.

Drawback: misses that documents may be about more than one topics.
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Model 3: Multi-Topic Mixture of Categorical
Our third model introduces a new vector of “topic proportions” π.

Gives percentage of each topic that makes up the document.
E.g., 80% basketball and 20% politics.

Called probabilistic latent semantic indexing (PLSI).

So to generate a document with d words given topic proportions π:
Sample d topics zj from categorical distribution π.
Sample a word for each zj from corresponding categorical distribution.

Similar to HMM where each “time” has own cluster (but no Markov assumption).
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Model 4: Latent Dirichlet Allocation
Latent Dirichlet allocation (LDA) puts a prior on topic proportions.

Conjugate prior for categorical is Dirichlet distribution.

So to generate a document with d words given Dirichlet prior:
Sample mixture proportions π from the Dirichlet prior.
Sample d topics zj from categorical distribution π.
Sample a word for each zj from corresponding categorical distribution.

This is the generative model, typically used with MCMC or variational methods.
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Latent Dirichlet Allocation Example

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf
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Latent Dirichlet Allocation Example

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf
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Latent Dirichlet Allocation Example
Health topics in social media:

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0103408

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0103408
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Latent Dirichlet Allocation Example
Three topics in 100 years of “Vogue” fashion magazine:

http://dh.library.yale.edu/projects/vogue/topics/

http://dh.library.yale.edu/projects/vogue/topics/
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Discussion of Topic Models

There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.

http://people.ee.duke.edu/~lcarin/Blei2005CTM.pdf

http://people.ee.duke.edu/~lcarin/Blei2005CTM.pdf
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Discussion of Topic Models
There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.
Can be combined with Markov models to capture dependencies over time.

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf

http://menome.com/wp/wp-content/uploads/2014/12/Blei2011.pdf
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Discussion of Topic Models

There are many extensions of LDA:

We can put prior on the number of words (like Poisson).
Correlated and hierarchical topic models learn dependencies between topics.
Can be combined with Markov models to capture dependencies over time.
Recent work on better word representations like“word2vec” (CPSC 340).
Now being applied beyond text, like “cancer mutation signatures”:

http://journals.plos.org/plosgenetics/article?id=10.1371/journal.pgen.1005657

http://journals.plos.org/plosgenetics/article?id=10.1371/journal.pgen.1005657
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Discussion of Topic Models
Topic models for analyzing musical keys:

http://cseweb.ucsd.edu/~dhu/docs/nips09_abstract.pdf

http://cseweb.ucsd.edu/~dhu/docs/nips09_abstract.pdf
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Monte Carlo Methods for Topic Models

Nasty integrals in topic models:

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation


Topic Models Variational Inference Course Wrap-Up

Monte Carlo Methods for Topic Models

How do we actually use Monte Carlo for topic models?

First we write out the posterior:
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Monte Carlo Methods for Topic Models

How do we actually use Monte Carlo for topic models?

First we generate samples from the posterior:
With Gibbs sampling we alternate between:

Sampling topics given word probabilities and topic proportions.
Sampling topic proportions given topics and prior parameters α.
Sampling word probabilities given topics, words, and prior parameters β.

Have a burn-in period, use thinning, try to monitor convergence, and so on.

Then we use posterior samples to do inference:

Distribution of topic proportions for sample i is frequency in samples.
To see if words come from same topic, check frequency in samples.
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Need for Approximate Inference

We have seen a variety of models where inference can be intractiable:

Bayesian logistic regression.
Markov chains with non-Gaussians continuous states.
Non-forest graphical models.
LDA topic modeling.

Monte Carlo methods can solve these problems, but is so slow.

Most common alternative is variational methods.
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Monte Carlo vs. Variational Inference
Two main strategies for approximate inference:

1 Monte Carlo methods:
Approximate p with empirical distribution over samples,

p(x) ≈ 1

n

n∑
i=1

I[xi = x].

Turns inference into sampling.

2 Variational methods:
Approximate p with “closest” distribution q from a tractable family,

p(x) ≈ q(x).

E.g., Gaussian, independent Bernoulli, or tree UGM.
(or mixtures of these simple distributions)

Turns inference into optimization.
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Variational Inference Illustration

Approximate non-Gaussian p by a Gaussian q:

Approximate loopy UGM by independent distribution or tree-structed UGM:

Variational methods try to find simple distribution q that is closest to target p.
This isn’t consistent like MCMC, but can be very fast.
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Kullback-Leibler (KL) Divergence

How do we define “closeness” between a distribution p and q?

A common measure is Kullback-Leibler (KL) divergence between p and q:

KL(p || q) =
∑
x

p(x) log
p(x)

q(x)
.

Replace sum with integral for continuous families of q distributions.

Also called information gain: “information lost when p is approximated by q”.
If p and q are the same, we have KL(p || q) = 0 (no information lost).
Otherwise, KL(p || q) grows as it becomes hard to predict p from q.

Note that KL is not commutative: we may have KL(p ||q) 6= KL(q ||p).

Unfortunately, this requires summing/integrating over p.
The problem we are trying to solve.
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Minimizing Reverse KL Divergence
Most variational methods minimize KL with arguments “reversed”,

KL(q || p) =
∑
x

q(x) log
q(x)

p(x)
=
∑
x

q(x) log
q(x)

p̃(x)
Z.

which just swaps all p and q values in the definition.
Not intuitive: “how much information is lost when we approximate q by p”.

“Reverse” KL only needs unnormalized distribution p̃ and expectations over q.

KL(q || p) =
∑
x

q(x) log q(x)−
∑
x

q(x) log p̃(x) +
∑
x

q(x) log(Z)

= Eq[log q(x)]− Eq[log p̃(x)] + log(Z)︸ ︷︷ ︸
const. in q

.

By non-negativiy of KL this also gives a lower bound on log(Z) in terms of q.

log(Z) ≥ Eq[log p̃(x)]− Eq[log q(x)] (“evidence lower bound” or ELBO).
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Coordinate Optimization: Mean Field Approximation

Minimizing non-convex reverse KL is still difficulty due to Eq[log p̃(x)] term.

But with appropriate q we can do coordinate optimization to decrease it.

Consider minimizing reverse KL when q is a product of independent,

q(x) =

d∏
j=1

qj(xj),

where we choose q to be discrete or conjugate (usually Gaussian).

If we fix q−j and optimize the functional qj we obtain (see Murphy’s book)

qj(xj) ∝ exp
(
Eq−j

[log p̃(x)]
)
,

which we can use to update qj for a particular j.
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Coordinate Optimization: Mean Field Approximation

Each iteration we choose a j and set q based on mean (of neighbours),

qj(xj) ∝ exp
(
Eq−j [log p̃(x)]

)
.

This improves the (non-convex) reverse KL on each iteration.

Applying this update is called:

Mean field method (graphical models).
Variational Bayes (Bayesian inference).
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3 Coordinate-Wise Algorithms

Gibbs sampling is a coordinate-wise method for approximate sampling:

Choose a coordinate i to update.
Sample xi keeping other variables fixed.

ICM is a coordinate-wise method for approximate decoding (not covered):

Choose a coordinate i to update.
Maximize xi keeping other variables fixed.

Mean field is a coordinate-wise method for approximate marginalization:

Choose a coordinate i to update.
Update marginal qi(xi)︸ ︷︷ ︸

for all xi

keeping other variables fixed (qi(xi) approximates pi(xi)).
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3 Coordinate-Wise Algorithms

Consider a pairwise UGM:

p(x1, x2, . . . , xd) ∝

(
d∏
i=1

φi(xi)

) ∏
(i,j)∈E

φij(xi, xj)

 ,

ICM for updating a node i with 2 neighbours (j and k).
1 Compute Mi(xi) = φi(xi)φij(xi, xj)φik(xi, xk) for all xi.
2 Set xi to the largest value of Mi(xi).

Gibbs for updating a node i with 2 neighbours (j and k).
1 Compute Mi(xi) = φi(xi)φij(xi, xj)φik(xi, xk) for all xi.
2 Sample xi proportional to Mi(xi).

Mean field for updating a node i with 2 neighbours (j and k).
1 Compute Mi(xi) = φi(xi) exp

(∑
xj
qj(xj) log φij(xi, xj) +

∑
xk
qk(xk) log φik(xi, xk)

)
.

2 Set qi(xi) proportional to Mi(xi).
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Structure Mean Field

Common variant is structured mean field: q function includes some of the edges.

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf

Original LDA paper proposed a structured mean field approximation.

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf
http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf
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Variational vs. Monte Carlo

Monte Carlo vs. variational methods:

Variational methods are typically more complicated.
Variational methods are not consistent.

q does not converge to p if we run the algorithm forever.

But variational methods often give better approximation for the same time.

Although MCMC is easier to parallelize.

Variational methods typically have similar cost to MAP.

Combinations of variational inference and stochastic methods:

Stochastic variational inference (SVI): use SGD to speed up variational methods.
Variational MCMC: use Metropolis-Hastings where variational q can make proposals.
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Previously: Belief Propagation

Generalization of forward-backward to forests is belief propagation.
(undirected graphs with no loops, which must be pairwise)

https://www.quora.com/

Probabilistic-graphical-models-what-are-the-relationships-between-sum-product-algorithm-belief-propagation-and-junction-tree-algorithm

Defines “messages” that can be sent along each edge.

https://www.quora.com/Probabilistic-graphical-models-what-are-the-relationships-between-sum-product-algorithm-belief-propagation-and-junction-tree-algorithm
https://www.quora.com/Probabilistic-graphical-models-what-are-the-relationships-between-sum-product-algorithm-belief-propagation-and-junction-tree-algorithm
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Loopy Belief Propagation

In pairwise UGM, belief propagation “message” from parent p to child c is gven by

Mpc(xc) ∝
∑
xp

φi(xp)φpc(xp, xc)Mjp(xp)Mkp(xp),

assuming that parent p has parents j and k.
We get marginals by multiplying all incoming messages with local potentials.

Loopy belief propagation: a “hacker” approach to approximate marginals:
Choose an edge ic to update.
Update messages Mic(xc) keeping all other messages fixed.
Repeat until “convergence”.

We approximate marginals by multiplying all incoming messages with local potentials.

Empirically much better than mean field, we’ve spent 20+ years figuring out why.
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Discussion of Loopy Belief Propagation
Loopy BP decoding is used for “error correction” in WiFi and Skype.

Called “turbo codes” in information theory.

Loopy BP is not optimizing an objective function.
Convergence of loopy BP is hard to characterize: does not converge in general.

If it converges, loopy BP finds fixed point of “Bethe free energy”:
Instead of “Gibbs mean-field free-energy” for mean field, which lower bounds Z.
Bethe typically gives better approximation than mean field, but not a bound.

There are convex variants that upper bound Z.
Tree-reweighted belief propagation.
Variations that are guaranteed to converge.

Convex variants are more consistent but often give worse approximations.

Messages only have closed-form update for conjugate models.
Can approximate non-conjugate models using expectation propagation.
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Convex Relaxations

I’ve overviewed view of variational methods as minimzing non-convex reverse KL.

Alternate view: write exact inference as constrained convex optimization.
Writing inference as maximizing entropy with constraints on marginals.

See bonus slides exponential family lecture.

Different methods correspond to different entropy/constraint approximations.

Mean field and loopy belief propation relax entropy and marginals in different ways.
Weirdly, these approximations are non-convex even though original problem is convex.

There are also convex relaxations that approximate with linear programs (or SDPs).

For an overview of these ideas, see:
people.eecs.berkeley.edu/~wainwrig/Papers/WaiJor08_FTML.pdf

people.eecs.berkeley.edu/~wainwrig/Papers/WaiJor08_FTML.pdf
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Summary

Topic models: latent-factor model of discrete data text.

The latent “factors” are called “topics”.

Latent Dirichlet allocation: hierarchical Bayesian topic model.

Represent words in documents as coming from different topics.
Each document has its own proportion for each topic.

Variational methods approximate p with a simpler distribution q.

Mean field approximation minimizes reverse KL divergence with independent q.
Loopy belief propagation is a heuristic that often works well.

Next lecture: VAEs and GANs.
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Other Topics

The VAE/GAN slides are here (lecture will be posted to Piazza):
https://www.cs.ubc.ca/~schmidtm/Courses/540-W20/L36.pdf

Some other topics we did not have time for:

Graph neural nets.
Deep sets.
Normalizing flows.
Particle filters.
PixelCNN.
Vision transfomers.

And reinforcement learning (really good when you have a simulator).

Read Sutton ad Barto’s “Introduction to Reinforcement Learning”.
You can also take EECE 592 or Michiel van de Panne’s graduate course.

Or maybe convince Jeff Clune to teach this? Or a new hire?

https://www.cs.ubc.ca/~schmidtm/Courses/540-W20/L36.pdf
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Other Topics

Major topics we did not cover in 340 or 440:
Optimization methods (does SGD converge on neural networks with ReLU?).

Will give a grad course next year, or lecture series over the summer.

Online learning (data coming in over time).
Active learning (semi-supervised where you choose examples to label).
Causality (distinguishing cause from effect.).
Learning theory (VC dimension).
Probabilistic context-free grammars (recursive version of Markov chains).
Probabilistic programming (“object oriented” graphical models).
Sub-modularity (discrete version of convexity).
Spectral methods (consistent HMM parameter estimation).

Long-term, we will probably split into multiple courses.
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A Word of Caution

ML world is really exciting right now, but proceed with caution:

Need rigorous testing, sanity checking, and considering misuse cases.
“Microsoft deletes ‘teen girl’ AI after it became a Hitler-loving sex robot within 24
hours”:

https://www.telegraph.co.uk/technology/2016/03/24/

microsofts-teen-girl-ai-turns-into-a-hitler-loving-sex-robot-wit

“Amazon AI Designed to Choose Phone Cases Terribly Malfunctions, Fills Store with
31,000+ Hilarious Products:

https://www.boredpanda.com/funny-amazon-ai-designed-phone-cases-fail

“Uber video shows the kind of crash self-driving cars are made to avoid”:

https://www.wired.com/story/uber-self-driving-crash-video-arizona

“Failures of Gradient-Based Deep Learning”:

https://arxiv.org/abs/1703.07950

Important to get a sense of what can and cannot be done (now and in near-future).

Many industry people have unrealistic expectations.

https://www.telegraph.co.uk/technology/2016/03/24/microsofts-teen-girl-ai-turns-into-a-hitler-loving-sex-robot-wit
https://www.telegraph.co.uk/technology/2016/03/24/microsofts-teen-girl-ai-turns-into-a-hitler-loving-sex-robot-wit
https://www.boredpanda.com/funny-amazon-ai-designed-phone-cases-fail
https://www.wired.com/story/uber-self-driving-crash-video-arizona
https://arxiv.org/abs/1703.07950


Topic Models Variational Inference Course Wrap-Up

What is Next?
“Calling Bullshit in the Age of Big Data”:

https://www.youtube.com/playlist?list=PLPnZfvKID1Sje5jWxt-4CSZD7bUI4gSPS

There is a lot of bullshit in the machine learning world.
For example, cherry-picking of examples in papers and overfitting to test sets.

You should try to start recognizing obvious non-sense,
and not accidently produce non-sense yourself!

Material from all my courses is here:
https://www.cs.ubc.ca/~schmidtm/Courses/LecturesOnML

“100 Lectures on Machine Learning”.
I will try to keep this up to date and keep extending it with new topics.

Our (mostly-weekly) Machine Learning Reading Group (MLRG):
http://www.cs.ubc.ca/labs/lci/mlrg

Thank you for your patience this term!
Combination of hybrid-online/newCourse/newOrganization/newSlides is not easy.
Good luck with the next steps!

https://www.youtube.com/playlist?list=PLPnZfvKID1Sje5jWxt-4CSZD7bUI4gSPS
https://www.cs.ubc.ca/~schmidtm/Courses/LecturesOnML
http://www.cs.ubc.ca/labs/lci/mlrg
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Difficulty of Variational Formulation

In exponential family bonus slides, we write inference as a convex optimization:

log(Z) = sup
µ∈M
{wTµ+H(pµ)},

Did this make anything easier?

Computing entropy H(pµ) seems as hard as inference.
Characterizing marginal polytope M becomes hard with loops.

Practical variational methods:

Work with approximation/bound on entropy H.
Work with approximation to marginal polytope M.
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Mean Field Approximation

Mean field approximation assumes

µij,st = µi,sµj,t,

for all edges, which means

p(xi = s, xj = t) = p(xi = s)p(xj = t),

and that variables are independent.

Entropy is simple under mean field approximation:∑
X

p(X) log p(X) =
∑
i

∑
xi

p(xi) log p(xi).

Marginal polytope is also simple:

MF = {µ | µi,s ≥ 0,
∑
s

µi,s = 1, µij,st = µi,sµj,t}.
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Entropy of Mean Field Approximation

Entropy form is from distributive law and probabilities sum to 1:

∑
X

p(X) log p(X) =
∑
X

p(X) log(
∏
i

p(xi))

=
∑
X

p(X)
∑
i

log(p(xi))

=
∑
i

∑
X

p(X) log p(xi)

=
∑
i

∑
X

∏
j

p(xj) log p(xi)

=
∑
i

∑
X

p(xi) log p(xi)
∏
j 6=i

p(xj)

=
∑
i

∑
xi

p(xi) log p(xi)
∑

xj | j 6=i

∏
j 6=i

p(xj)

=
∑
i

∑
xi

p(xi) log p(xi).
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Mean Field as Non-Convex Lower Bound

Since MF ⊆M, yields a lower bound on log(Z):

sup
µ∈MF

{wTµ+H(pµ)} ≤ sup
µ∈M
{wTµ+H(pµ)} = log(Z).

Since MF ⊆M, it is an inner approximation:

Constraints µij,st = µi,sµj,t make it non-convex.

Mean field algorithm is coordinate descent on wTµ+H(pµ) over MF .
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Discussion of Mean Field and Structured MF

Mean field is weird:

Non-convex approximation to a convex problem.
For learning, we want upper bounds on log(Z).

Structured mean field:

Cost of computing entropy is similar to cost of inference.
Use a subgraph where we can perform exact inference.

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf
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Structured Mean Field with Tree

More edges means better approximation of M and H(pµ):

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf

Fixed points of loopy correspond to using “Bethe” approximation of entropy and
“local polytope” approximation of “marginal polytope”.

You can design better variational methods by constructing better approximations.

http://courses.cms.caltech.edu/cs155/slides/cs155-14-variational.pdf
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