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AlexNet Convolutional Neural Network

• ImageNet 2012 won by AlexNet:

– 15.4% error vs. 26.2% for closest competitor.

– 5 convolutional layers.

– 3 fully-connected layers.

– SG with momentum.

– ReLU non-linear functions.

– Data translation/reflection/
cropping.

– L2-regularization + Dropout.

– 5-6 days on two GPUs.

– Same networks won in 2013: tweaks like smaller stride and smaller filters.
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



ImageNet Insights

• Filters and stride got smaller over time.

– Popular VGG approach uses 3x3 convolution layers with stride of 1.

• 3x3 followed by 3x3 simulates a 5x5, and another 3x3 simulates a 7x7, and so on. 

• Speeds things up and reduces number of parameters.

• Increases number of non-linear ReLU operations.

https://www.cs.toronto.edu/~frossard/post/vgg16/



ImageNet Insights

• Filters and stride got smaller over time.

– Popular VGG approach uses 3x3 convolution layers with stride of 1.

– GoogLeNet considered multiple filter sizes, but not as popular.

• Eventual switch to “fully-convolutional” networks.

– No fully connected layers.

https://www.cs.unc.edu/~wliu/papers/GoogLeNet.pdf
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



ImageNet Insights

• Filters and stride got smaller over time.

– Popular VGG approach uses 3x3 convolution layers with stride of 1.

– GoogLeNet considered multiple filter sizes, but not as popular.

• Eventual switch to “fully-convolutional” networks.

– No fully connected layers.

• ResNets allow easier training of deep networks.

– Won all 5 tasks in 2015, training 152 layers for 2-3 weeks on 8 GPUs. 

• Ensembles help.

– Combine predictions of previous networks.



Are CNNs learning something sensible?

• Filters learned by first layer of original AlexNet:

• Note that non-orthogonal PCA gives similar results (but only 1 layer).
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



Are CNNs learning something sensible?

• It’s harder to visualize what is learned in other layers.

– Deconvolution networks try to reconstruct what “activates” filters.

https://arxiv.org/pdf/1311.2901v3.pdf



Are CNNs learning something sensible?

https://arxiv.org/pdf/1311.2901v3.pdf
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Are CNNs learning something sensible?

https://arxiv.org/pdf/1311.2901v3.pdf



Are CNNs learning something sensible?

• We can look at how prediction changes if we hide part of image:

http://cs231n.github.io/understanding-cnn/



Mission Accomplished?

• For speech recognition and object detection:
– No other methods have ever given the current level of performance.

– Deep models continue to improve performance on these and related tasks.

– We don’t know how to scale up other universal approximators.

– There is likely some overfitting to popular datasets like ImageNet.
• Recent work showed accuracy drop of 4-10% by using a different test set on CIFAR 10.

• CNNs are now making their way into products.
– Face recognition.

– Amazon Go: https://www.youtube.com/watch?v=NrmMk1Myrxc
• Trolling by French company Monoprix here.

– Self-driving cars.

https://www.youtube.com/watch?v=NrmMk1Myrxc
https://www.youtube.com/watch?v=8sF868SJSrE


• We’re still missing a lot of theory and understanding deep learning.

• “Good CS expert says: Most firms that thinks they want advanced AI/ML 
really just need linear regression on cleaned-up data.”

Mission Accomplished?
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http://www.argmin.net/2017/12/05/kitchen-sinks/

http://www.overcomingbias.com/2016/12/this-ai-boom-will-also-bust.html


• Despite high-level of abstraction, deep CNNs are easily fooled:

– Hot research topic at the moment.

Mission Accomplished?



• Despite high-level of abstraction, deep CNNs are easily fooled:

– Hot research topic at the moment.

• Recent work: imperceptible noise that changes the predicted label.

– “Adversarial” examples (can change to any other label).

Mission Accomplished?

15
https://arxiv.org/pdf/1412.6572.pdf, https://blog.openai.com/adversarial-example-research/



• Can someone repaint a stop sign and fool self-driving cars?

Mission Accomplished?
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https://arxiv.org/pdf/1712.09665.pdf

https://www.youtube.com/watch?v=i1sp4X57TL4
https://www.youtube.com/watch?v=i1sp4X57TL4


Mission Accomplished?

• Are the networks understanding the fundamental concepts?

– Is being “surrounded by green” part of the definition of cow?

– Do we need to have examples of cows in different environments?

• Kids don’t need this.

https://www.onegreenplanet.org/news/cows-enjoy-the-beach/



Mission Accomplished?

• CNNs may not be learning what you think they are.

– CNN for diagnosing enlarged heart:

• Higher values mean more likely to be enlarged:

– CNN says “portable” protocal is predictive:

• But they are probabaly getting a “portable” 
scan because they’re too sick to go the hospital.

– CNN was biased by the scanning protocal.

• Learns the scans that more-sick patients get.

• This is not what we want in a medical test.

https://medium.com/@jrzech/what-are-radiological-deep-learning-models-actually-learning-f97a546c5b98



(Racially-)Biased Algorithms?

• Major issue: are we learning representations with harmful biases?
– Biases could come from data (if data only has certain groups in certain situations).
– Biases could come from labels (always using label of “ball” for certain sports).
– Biases could come from learning method (model predicts “basketball” for black people 

more often than they appear in training data for basketball images).

– This is a major problem/issue when deploying these systems.
• E.g., “repeat-offender prediction” that reinforces racial biases in arrest patterns.

https://arxiv.org/pdf/1711.11443.pdf



Energy Costs

• Current methods require:

– A lot of data.

– A lot of time to train.

– Many training runs to do hyper-parameter optimization.

• Recent paper regarding recent deep language models:

– Entire training procedure emits 5 times more CO2

than lifetime emission of a car, including making the car.

https://arxiv.org/abs/1906.02243


(pause)



CNNs for Rating Selfies

https://karpathy.github.io/2015/10/25/selfie/



CNNs for Rating Selfies

https://karpathy.github.io/2015/10/25/selfie/



CNNs for Rating Selfies

https://karpathy.github.io/2015/10/25/selfie/



CNNs for Choosing YouTube Thumbnails

https://youtube-eng.googleblog.com/2015/10/improving-youtube-video-thumbnails-with_8.html



Beyond Classification (CPSC 540)

• “Fully convolutional” neural networks allow “dense” prediction:

• Image segmentation:

https://people.eecs.berkeley.edu/~jonlong/long_shelhamer_fcn.pdf



Beyond Classification (CPSC 540)

• Depth Estimation:

• "A Year in Computer Vision"

http://www.themtank.org/a-year-in-computer-vision


Beyond Classification (CPSC 540)

• “AutoPortrait”: automatic photo re-touching.



Beyond Classification (CPSC 540)

• Image colorization:

– Image Gallery, Video

http://hi.cs.waseda.ac.jp/~iizuka/projects/colorization/en

http://hi.cs.waseda.ac.jp/~iizuka/projects/colorization/extra.html
https://www.youtube.com/watch?time_continue=30&v=ys5nMO4Q0iY


Inceptionism

• A crazy idea:

– Instead of weights, use backpropagation to take gradient with respect to xi.

• Inceptionism with trained network:

– Fix the label yi (e.g., “banana”).

– Start with random noise image xi.

– Use gradient descent on image xi.

– Add a spatial regularizer on xij:

• Encourages neighbouring xij to be similar.

http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into-neural.html



Inceptionism

• Inceptionism for different class labels:

http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into-neural.html



Inceptionism

• Inceptionism where we try to match zi
(m) values instead of yi.

– Shallow ‘m’:

http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into-neural.html



Inceptionism

• Inceptionism where we try to match zi
(m) values instead of yi.

– Deepest ‘m’:

http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into-neural.html



Inceptionism

• Inceptionism where we try to match zi
(m) values instead of yi.

– “Deep dream” starts from random noise:

– Deep Dream video

http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into-neural.html

https://www.youtube.com/watch?v=dbQh1I_uvjo


Artistic Style Transfer

https://commons.wikimedia.org/wiki/File:Tuebingen_Neckarfront.jpg
https://en.wikipedia.org/wiki/The_Starry_Night

• Artistic style transfer:

– Given a content image ‘C’ and a style image ‘S’.

– Make a image that has content of ‘C’ and style of ‘S’.



Artistic Style Transfer

• Artistic style transfer:

– Given a content image ‘C’ and a style image ‘S’.

– Make a image that has content of ‘C’ and style of ‘S’.

• CNN-based approach applies gradient descent with 2 terms:

– Loss function: match deep latent representation of content image ‘C’:

• Difference between zi
(m) for deepest ‘m’ between xi and ‘C’.

– Regularizer: match all latent representation covariances of style image ‘S’.

• Difference between covariance of zi
(m) for all ‘m’ between xi and ‘S’.



Artistic Style Transfer

http://arxiv.org/pdf/1508.06576v2.pdf
Image Gallery

http://www.boredpanda.com/inceptionism-neural-network-deep-dream-art/


Artistic Style Transfer



Artistic Style Transfer

• Recent methods combine CNNs with graphical models (CPSC 540):

https://arxiv.org/pdf/1601.04589.pdf



Artistic Style Transfer

• Recent methods combine CNNs with graphical models (CPSC 540):

https://arxiv.org/pdf/1601.04589.pdf



Artistic Style Transfer for Video

• Combining style transfer with optical flow:

– https://www.youtube.com/watch?v=Khuj4ASldmU

• Videos from a former CPSC 340 student/TA’s paper:

https://www.youtube.com/watch?v=Khuj4ASldmU

