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Matrix/Vector/Norm Notation

Express the following functions in terms of vectors, matrices, and
norms (there should be no summations or maximums),

f(w) =
1

2

n∑
i=1

(wTxi − yi)2 +
λ

2

d∑
j=1

w2
j

Recall, that all vectors are column-vectors,

wj is the scalar parameter j.
yi is the label of example i.
xi is the column-vector of features for example i.
xi
j is feature j in example i.
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Matrix/Vector/Norm Notation

Let’s first focus on the regularization term,

f(w) =
1

2

n∑
i=1

(wTxi − yi)2 +
λ

2

d∑
j=1

w2
j

Recall the definition of inner product and L2-norm of vectors,

‖v‖ =

√√√√ d∑
j=1

v2j , uT v =
d∑
j=1

ujvj

Hence, we can write the regularizer in various forms using,

‖w‖2 =

d∑
j=1

w2
j =

d∑
j=1

wjwj = wTw
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Matrix/Vector/Norm Notation

Let’s next focus on the least squares term,

f(w) =
1

2

n∑
i=1

(wTxi − yi)2 +
λ

2
‖w‖2

Let’s define the residual vector r with elements

ri = wTxi − yi

We can write the least squares term as squared L2-norm of
residual,

n∑
i=1

(wTxi − yi)2 =

n∑
i=1

r2i = rT r = ‖r‖2
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Matrix/Vector/Norm Notation

Let’s next focus on the least squares term,

f(w) =
1

2
‖r‖2 + λ

2
‖w‖2, with ri = wTxi − yi

X denotes the matrix containing the xi (transposed) in the rows:

Using wTxi = (xi)
Tw and the definitions of r, y, and X:

Therefore: f(w) = 1
2‖Xw − y‖

2 + λ
2 ‖w‖

2.
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Matrix/Vector/Norm Notation
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Minimizing Quadratic Functions as Linear Systems

A quadratic function is a function of the form

f(w) =
1

2
wTAw + bTw + γ

for a square matrix A, vector b, and scalar γ.

Write the minimizer of the following function as a system of linear
equations, using vector/matrix notation.

f(w) =
1

2

n∑
i=1

(wTxi − yi)2 +
λ

2

d∑
j=1

w2
j

To minimize convex functions, it is sufficient to find w such that
`
f(w) = 0.
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Minimizing Quadratic Functions as Linear Systems

Convert to vector/matrix form:

f(w) =
1

2

n∑
i=1

(wTxi−yi)2+
λ

2

d∑
j=1

w2
j =

1

2
(Xw−y)T (Xw−y)+λ

2
wTw

→ f(w) =
1

2
wTXTXw − wTXT y +

1

2
yT y +

λ

2
wTw

Recall:

For scalar value c:
`

w[c] = 0 (column vector of zeros)
For column vector b:

`
w[w

T b] = b

For symmetric matrix A:
`

w[
1
2
wTAw] = Aw

Find w such that
`
f(w) = 0:

h
f(w) = XTXw −XT y + λw = 0→ (XTX + λI)w = XT y

Note
`
f(w) is a column vector with dimension d× 1.
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Objective Funciton for the findMin.jl Function

For the function below, in Julia, return the function value and its
gradient with respect to w:

f(w) =
1

2
(Xw − y)T (Xw − y) + λ

2
wTw
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Assignment 2 Question 4: Code Review
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