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Machine Learning and Data Mining

Course Review/Preview
Fall 2016



Admin

A Assignment 6
I 1 late day to hand in next Monday, 2 for Wednesday, 3 for Friday.

A Final
I Decemberl2(8:30am¢ HEBB 100
I Covers Assignmentsal
I List of topics posted.
I Final from last year will be posted after class.
I dosedbook, cheat sheet4-pageseach doublesided.



Last Time: SerBupervised Learning

A In semisupervised learning/e have:
I Usual labeled exampleX{}.
i An additional set of unlabeled examples3

A Exam analogy for types of supervised/seupervised learning:

I Regular supervise@arning:
A You are given the practice final with answers.
A You want to get the answers right on the real final.

T InductiveSSL.:

A You are given the practice final with answers.
A You also have the finals from previous years (but no answers).
A You want to get the answers right on the real final.

I TransdutiveSSL:
A You are given the practice final with answers.
A You want to get the answers right oriake-home final
A You can study while knowing what questions you need to answer.



Last Time: GrapBased Serrbupervised Learning

A Graphbased(transductiv SSL uses weighted graph on examples:

CD=C OO0 0@
‘@/7% X\iﬁ/ @ Cnot o ks of
b

[ \
A Tt node

A Find labelsninimizingcost penalizing disagreements on edges
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I Can label cluster or manifald

A Directly works on labelinginly need the graphnot the features.
I Interpretation assandom walkin graph or in terms of Barkov chain



Today: Course Review

A¢CKS 3S 2F doA3ad RIEGFEE A& dzLl2y dz
A Data mining and machine learniage key tools to analyze big data.
A Very similar to statistics, but more emphasis on:

1. Computation

2. Testerror.

3. Nonasymptotic performance
4. Models that work across domains.

A Enormous and growing number of applications.

A The field is growing very fast:
I ~2500 attendees at NIPS 2 years ago, ~5800 next week (Influence of $$$, too).

A Today:review of topicave covered2 S NIWWA S G 2F .02 LA O



Data Representation and Exploration

A We first talked aboufeature representatiorof data:
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Discussedhumerical/discretdeatures, feature transformations.
Discussedummary statisticike mean, quantiles, variance.
Discussedata visualizationBke boxplots and scatterplots.
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Supervised Learning and Decision Trees

A Supervised learninguilds model to map from features to labels.
I Most successful machine learning method.
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A Decision treegonsist of a sequence of singtel NA I 6 f S &
I Simple/interpretable but not very accurate. @k 7 05)

no, yes
o
A Greedily learn from by fittingecision stumps and splittirgata.




Training, Validation, and Testing

A In machine learning we are interesting in ttest error
I Performance on new data

A 11D training and new data drawn independently from same distribution.
A Overfitting worse performance on new data than training data.

A Fundamental tradeoff:

I How low can make the training erd(Complex models are better here.)
I How does training error approximate test erfo(Simple models are better here.)

A Golden rule we cannot use test data during training.
A Butvalidation setr crossvalidationallow us to approximate test error.
A No free lunchtheoredd G KSNB Aa y2 WwWoSauQ Y



Probabillistic Classifiers and Naive Bayes

A Probabilistic classifieronsider probability of correct label.
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A Generative classifiersodel probability of the features:
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A For tractability, often make stronigdependence assumptions
I Naive Bayeassumes independence of features given labels:
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A Decision theorypredictions when errors have different costs.
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Parametric and NoParametric Models

A Parametricmodei A1 S R 2
A Non-parametric modeB A T S

A K-Nearest Neighbours
I Nonparametric model thatises label of closestir trainingdata.

i Accurate but slow at test time. A“‘?" v
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A Curse of dimensionality 7 W
I Problem with distances in high dimensions.

A Universally consistermhethods:
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Ensemble Methods and Random Forests

A Ensemble methodare classifiers that have classifiers as input:
I Boosting: improve training error of simple classifiers.
I Averagingreduce overfitting of complex classifiers.

A Random forests

I Ensemble method that averageshdom treedit on bootstrap samples
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Clustering and #1eans

A Unsupervised learningonsiders features X without labels.
A Clusterings task of grouping similar objects.

A K-meansis a classic clustering method:
I Represent each cluster by its mean value.
I Learning alternates between updating means and assigning to clusters.
I Sensitive to initialization, but some guarantees witm&ans++.






