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Admin

ÅAssignment 6:

ï1 late day to hand in next Monday, 2 for Wednesday, 3 for Friday.

ÅFinal:

ïDecember 12 (8:30am ςHEBB 100)

ïCovers Assignments 1-6.

ïList of topics posted.

ïFinal from last year will be posted after class.

ïClosed-book, cheat sheet: 4-pages each double-sided. 



Last Time: Semi-Supervised Learning

ÅIn semi-supervised learning we have:
ïUsual labeled examples {X,y}.
ïAn additional set of unlabeled examples  ὢȢ

ÅExam analogy for types of supervised/semi-supervised learning:
ïRegular supervised learning:
ÅYou are given the practice final with answers.
ÅYou want to get the answers right on the real final.

ïInductiveSSL:
ÅYou are given the practice final with answers.
ÅYou also have the finals from previous years (but no answers).
ÅYou want to get the answers right on the real final.

ïTransdutiveSSL:
ÅYou are given the practice final with answers.
ÅYou want to get the answers right on a take-home final.
ÅYou can study while knowing what questions you need to answer.



Last Time: Graph-Based Semi-Supervised Learning

ÅGraph-based(transductive) SSL uses weighted graph on examples:

ÅFind labels minimizing cost penalizing disagreements on edges.

Å{ƛƳƛƭŀǊ ǘƻ YbbΣ ōǳǘ ƭŀōŜƭǎ ƎŜǘ ΨǇǊƻǇŀƎŀǘŜŘΩ ǘƘǊƻǳƎƘ ǳƴƭŀōŜƭŜŘ ὼi.
ïCan label cluster or manifold.

ÅDirectly works on labeling: only need the graph, not the features.
ïInterpretation as random walk in graph or in terms of a Markov chain.



Today: Course Review

Å¢ƘŜ ŀƎŜ ƻŦ άōƛƎ Řŀǘŀέ ƛǎ ǳǇƻƴ ǳǎΦ

ÅData mining and machine learning are key tools to analyze big data.

ÅVery similar to statistics, but more emphasis on:

1. Computation

2. Test error.

3. Non-asymptotic performance.

4. Models that work across domains.

ÅEnormous and growing number of applications.

ÅThe field is growing very fast:

ï~2500 attendees at NIPS 2 years ago, ~5800 next week (Influence of $$$, too).

ÅToday: review of topics we covered, ƻǾŜǊǾƛŜǿ ƻŦ ǘƻǇƛŎǎ ǿŜ ŘƛŘƴΩǘ.



Data Representation and Exploration

ÅWe first talked about feature representation of data:
ï9ŀŎƘ Ǌƻǿ ƛƴ ŀ ǘŀōƭŜ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ƻƴŜ ΨobjectΩΦ

ï9ŀŎƘ ŎƻƭǳƳƴ ƛƴ ǘƘŀǘ Ǌƻǿ Ŏƻƴǘŀƛƴǎ ŀ ΨfeatureΩ ƻŦ ǘƘŜ ƻōƧŜŎǘΦ

ÅDiscussed numerical/discrete features, feature transformations.

ÅDiscussed summary statistics like mean, quantiles, variance.

ÅDiscussed data visualizations like boxplots and scatterplots.
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Supervised Learning and Decision Trees

ÅSupervised learning builds model to map from features to labels.
ïMost successful machine learning method.

ÅDecision trees consist of a sequence of single-ǾŀǊƛŀōƭŜǎ ΨǊǳƭŜǎΩΥ
ïSimple/interpretable but not very accurate.

ÅGreedily learn from by fitting decision stumps and splitting data.
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Training, Validation, and Testing

ÅIn machine learning we are interesting in the test error.

ïPerformance on new data.

ÅIID: training and new data drawn independently from same distribution.

ÅOverfitting:  worse performance on new data than training data.

ÅFundamental trade-off:

ïHow low can make the training error? (Complex models are better here.)

ïHow does training error approximate test error? (Simple models are better here.)

ÅGolden rule: we cannot use test data during training.

ÅBut validation set or cross-validationallow us to approximate test error.

ÅNo free lunch theoremΥ ǘƘŜǊŜ ƛǎ ƴƻ ΨōŜǎǘΩ ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ ƳƻŘŜƭΦ



Probabilistic Classifiers and Naïve Bayes

ÅProbabilistic classifiers consider probability of correct label.
ïp(yi = άǎǇŀƳέμ xi) vs. p(yi = άƴƻǘ ǎǇŀƳέ | x i).

ÅGenerative classifiers model probability of the features:

ÅFor tractability, often make strong independence assumptions.
ïNaïve Bayes assumes independence of features given labels:

ÅDecision theory: predictions when errors have different costs.



Parametric and Non-Parametric Models

ÅParametric model ǎƛȊŜ ŘƻŜǎ ƴƻǘ ŘŜǇŜƴŘ ƻƴ ƴǳƳōŜǊ ƻŦ ƻōƧŜŎǘǎ ΨƴΩΦ

ÅNon-parametric model ǎƛȊŜ ŘŜǇŜƴŘǎ ƻƴ ΨƴΩΦ

ÅK-Nearest Neighbours:
ïNon-parametric model that uses label of closest xi in training data.

ïAccurate but slow at test time.

ÅCurse of dimensionality:
ïProblem with distances in high dimensions.

ÅUniversally consistentmethods:
ïŀŎƘƛŜǾŜ ƭƻǿŜǎǘ ǇƻǎǎƛōƭŜ ǘŜǎǘ ŜǊǊƻǊ ŀǎ ΨƴΩ ƎƻŜǎ ǘƻ ƛƴŦƛƴƛǘȅΦ



Ensemble Methods and Random Forests

ÅEnsemble methods are classifiers that have classifiers as input:

ïBoosting: improve training error of simple classifiers.

ïAveraging: reduce overfitting of complex classifiers.

ÅRandom forests:

ïEnsemble method that averages random trees fit on bootstrap samples.

ïCŀǎǘ ŀƴŘ ŀŎŎǳǊŀǘŜΣ ƻƴŜ ƻŦ ǘƘŜ ōŜǎǘ άƻǳǘ ƻŦ ǘƘŜ ōƻȄέ ŎƭŀǎǎƛŦƛŜǊǎΦ



Clustering and K-Means

ÅUnsupervised learning considers features X without labels.

ÅClusteringis task of grouping similar objects.

ÅK-meansis a classic clustering method:
ïRepresent each cluster by its mean value.

ïLearning alternates between updating means and assigning to clusters.

ïSensitive to initialization, but some guarantees with k-means++.




