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Method-Level Bug Prediction: Problems and Promises
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Fixing software bugs can be colossally expensive, especially if they are discovered in the later phases of the software development life
cycle. As such, bug prediction has been a classic problem for the research community. As of now, the Google Scholar site generates
∼113,000 hits if searched with the “bug prediction” phrase. Despite this staggering effort by the research community, bug prediction
research is criticized for not being decisively adopted in practice. A significant problem of the existing research is the granularity
level (i.e., class/file level) at which bug prediction is historically studied. Practitioners find it difficult and time-consuming to locate
bugs at the class/file level granularity. Consequently, method-level bug prediction has become popular in the last decade. We ask,
are these method-level bug prediction models ready for industry use? Unfortunately, the answer is no. The reported high accuracies of
these models dwindle significantly if we evaluate them in different realistic time-sensitive contexts. It may seem hopeless at first, but
encouragingly, we show that future method-level bug prediction can be improved significantly. In general, we show how to reliably
evaluate future method-level bug prediction models, and how to improve them by focusing on four different improvement avenues:
building noise-free bug data, addressing concept drift, selecting similar training projects, and developing a mixture of models. Our
findings are based on three publicly available method-level bug datasets, and a newly built bug dataset of 774, 051 Java methods
originating from 49 open-source software projects.

CCS Concepts: • Software and its engineering → Empirical software validation.
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1 INTRODUCTION

Modern software has become more complex and, thus, more bug-prone than ever. While billions of dollars are lost
due to software bugs [96], lives are lost too, including the recent incidents of the Boeing 737 Max aircrafts [34]. As
such, developers and testers spend significant time finding and fixing software bugs, which may account for 50 to 70%
of the whole development cost [115]. The cost of bug fixing, however, is much cheaper if accomplished in the early
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2 Chowdhury et al.

phase of the software development life cycle [15]. Accordingly, bug prediction has been a classic research problem to
the community [25, 35, 83, 87, 102, 115, 116]—so much so that it was even labelled as the “prince of empirical software
engineering research” [62]. The tragedy is, despite the hype and the effort by the SE research community, bug prediction
research lacks impact in industrial practice [62, 109]. This paper aims to reveal some of the root causes of this tragedy,
and proposes a set of guidelines to improve future bug prediction research.

A bug prediction model is supposed to detect the code fragments more likely to contain bugs in the future, which
should reduce the time and cost of the bug-finding process [54, 112]. Unfortunately, the majority of the bug research
(e.g., [9, 37, 122]) focused on predicting bugs at the class/file level source code granularity. Developers find class/file
level bug prediction too coarse to be practically useful [75, 83, 99], due to the infeasible time requirement for finding
bugs in an arbitrarily large file. Accordingly, method-level bug prediction (MLBP) has become one of the holy grails in SE
research, leading to significant research in recent years [33, 35, 44, 72, 74, 101]. Given their high prediction accuracy1 at
the practically useful method-level granularity, are not these models ready for industry practice? We do not know until
these models are evaluated in practically meaningful scenarios (described later). Unfortunately, all of these MLBP models
were evaluated using the time-insensitive k-fold cross validation approach, which is unrealistic in a time-sensitive
bug prediction problem [8, 83]. The time-sensitive accuracies of the MLBP models applicable to industry practices are,
therefore, unknown.

In this paper, we study the true effectiveness of the existing MLBP models, using scenarios that would be desired
by the practitioners. We show that all the existing models perform poorly when evaluated in such scenarios. MLBP
thus remains an open research problem, as was also claimed by Pascarella et al. [83]. With empirical evidence, we then
discuss a quartet of potential avenues that can significantly help future MLBP research. The contribution of this paper
is founded on the following five research questions.

To understand the effectiveness of the existing bug prediction models, we answer the following research question.
RQ1: Do the existing method-level bug prediction models perform well when evaluated in realistic scenarios?
Contribution 1: The k-fold cross validation approach forms training data by mixing both past and future data [8].

But in a real-world scenario, future data is unavailable, and that is the whole point for building a bug prediction model.
We, therefore, evaluate the prediction accuracy of bug prediction models in three realistic ways (described in Section 4).
The common approach in all three scenarios is not to use any future data during training. In all cases, the accuracy (e.g.,
precision) was significantly worse compared to the cross validation evaluation (e.g., 60% drop in precision).

Leveraging and exploiting the previous bug prediction studies (Section 2), we investigate how MLBP models can be
improved in the future. In that vein, we answer the following four research questions.

RQ2: How important is accurate bug labelling for the success of future MLBP models?
Contribution 2:We first identify several drawbacks with the current bug labelling approaches that lead to noisy

training data, and thus produce inaccurate prediction models [32]. For example, the keywords that are used to detect
bug-fixing commits are often inaccurate: the existence of the word issue does not always mean it was a bug-fixing
commit. Also, developers often commit unrelated changes together, known as tangled changes [49]. Tangled changes
make it difficult to understand which methods in a particular commit are related to bug-fix, and which are not. We
show that, due to the noise, the popular bug predictors (e.g., McCabe complexity) perform poorly in distinguishing
between buggy and not buggy methods. We then propose an accurate labelling approach to reduce the noise in training
data. Results suggest that our more precise labelling approach can help improve future MLBP models significantly.

1Unless otherwise stated, accuracy in this paper means precision, recall, and F-score.
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Method-Level Bug Prediction: Problems and Promises 3

RQ3: Can a method’s age, as an explanatory variable, be a potential replacement for the expensive model retraining
approach?

Contribution 3: A common hypothesis adopted in all the previous MLBP models is that a method with high code
complexity and previous code churn history is more likely to have bugs in the future. This hypothesis, unfortunately,
does not hold in the long run, due to concept drift in software data [55]. We found that the bug-proneness of a method
decays consistently as it ages, regardless of its complexity and change history. This makes a method’s age a strong
candidate to model its time-varying bug-proneness. Therefore, future MLBP models should consider method ages for
accommodating concept drift without the expensive repeated retraining of the models.

RQ4: Should future MLBP research focus on an optimal project set selection?
Contribution 4: A common belief in training machine learning models is, more data is usually better. Refuting this

presumption, we show that less number of selected projects can often produce more accurate models. This suggests the
importance of future research on an optimal project set selection for a given test project, instead of building models
with an arbitrarily large number of projects.

RQ5: Should future MLBP research focus on a mixture of models?
Contribution 5:We have found that the accuracy of a bug prediction model highly depends on the method’s size

in which it is applied. The distribution of bug-prone methods is much more skewed in small methods than in large
methods. Consequently, the accuracy is always significantly lower in small methods than in large methods. These two
observations suggest that future research should build different models for different method sizes instead of a generic
model applied to all.

Replication: To enable replication and extension, we share all the datasets publicly.2

1.1 Paper organization

In Section 2, we discuss how the existing research on bug prediction has motivated this study. Section 3 discusses the
methodologies that are commonly followed across different research questions. Section 4 presents the accuracy of the
existing MLBP approaches in realistic scenarios (RQ1). The other four research questions, RQ2 to RQ5, are answered in
Section 5. In Section 6, we summarize our findings and discuss the potential future works along with the threats to
validity. Section 8 concludes this paper.

2 RELATEDWORK & MOTIVATION

In this section, we discuss the related studies on bug prediction, and how those studies motivated this paper.

2.1 Granularity

Historically, most of the bug prediction models were built for class/file level granularities (e.g., [3, 9, 11, 37, 77, 122, 124]).
Unfortunately, practitioners often find it difficult to locate bugs at this coarse level granularity [83, 99]. Finding bugs
at the class/file level granularity is inefficient because only around 17% of the methods in a bug-prone file are bug
related [74]. Studies have also found that larger files are generally more bug-prone [30, 37, 80], making it even more
difficult to find bugs. A reasonable solution is to develop bug prediction models at lower level granularity [57]. The
most efficient would be to build line-level bug prediction models. Such models, however, are inaccurate (e.g., [116]),
because tracking source code history is often required for building a bug prediction model. This is very difficult at

2https://github.com/shaifulcse/dataset-MLBP-2022

Manuscript submitted to ACM



157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

4 Chowdhury et al.

the line level because many lines can be similar just by chance [40, 97, 106]. As such, method-level bug prediction has
become a hot research topic in the community [33, 35, 44, 72, 74, 83, 101]. A method, generally, is much smaller in size
than a class, which narrows down the search space. Also, if we can identify the group of more bug-prone methods, our
testing process can focus on those methods only (e.g., by adding and improving the unit tests for those methods). This
may dramatically optimize the allocation of limited resources during the testing and maintenance phases [66, 104].

2.2 Predictors

Models for bug prediction were built by using source code metrics [9, 33, 37, 78, 124], historical change metrics [38, 76,
102], and developer-related metrics [27]. Zimmerman et al. [124] studied the correlation between common complexity
metrics and bugs, and found that complex code leads to more bugs. Multiple studies (e.g., [9, 42]) have claimed that
the popular C&K metrics [19] are good bug predictors. Unfortunately, the true effectiveness of code metrics has been
debated. Research has shown that all the famous code metrics were found to be only as effective as their correlation
strength with size [30, 37]. Therefore, these code metrics provide no useful information if their correlation with the size
is neutralized. This criticism, however, is valid only at coarse-level granularities, such as class and module, but does not
hold for method-level granularity [22, 61].

Historical change metrics include the number of revisions, modification size, and modification type (#added lines,
#deleted lines) of a code component to understand its future change- or bug-proneness [22, 74]. Research has claimed
that change history can be a better bug predictor than source code metrics [38, 74]. Collecting change history at the
method level, however, has always been more challenging than file/class level granularity. Fortunately, the recent
state-of-the-art tool, CodeShovel [40], has solved this problem. It can return the complete change history of a given
method within a few seconds with high accuracy [39, 40].

2.3 Cross validation

Despite the potential of code metrics and change metrics as good predictors, MLBP is still considered an open research
problem [83]. All the MLBP models [33, 35, 44, 72, 74, 101] were evaluated with the time-insensitive k-fold cross-
validation approach [92], thus, incorrectly resulting in high accuracy. In a k-fold cross validation, the whole dataset is
divided into k different folds. There are k iterations, and in each iteration, a different fold is considered as the test data.
Training data is formed by using the remaining 𝑘 − 1 folds. This is unrealistic in bug prediction because the training
data would often contain information from the future, known as information leakage [8]. Consider a dataset with 10
consecutive releases of a software project. While the second fold (i.e., release 2) is the test data, the training data will be
formed by using release 1 data, and everything from release 3 to release 10. This is impractical because, in a realistic
scenario, only the release 1 data will be available for training while predicting bugs for release 2.

Motivation for RQ1. Pascarella et al. [83] reproduced the MLBP models of Giger et al. [35] with the unrealistic
cross validation approach. Similar to the original study, the accuracies of all the models were good. They then evaluated
the same models in a time-sensitive realistic scenario, where all the data from release 1 to release 𝑥 − 1 was used for
training while predicting bug-proneness at release 𝑥 . The prediction accuracies of all the models became extremely
poor and unacceptable for practice, which led them to call MLBP an open research problem. It is, however, rational to
argue that the poor performance of Pascarella et al. can be due to the lack of enough training data. Pascarella et al.
did not consider the potential benefit of enlarging the training dataset by adding external projects’ data. Also, their
conclusion was based on one single dataset that was built by themselves. Therefore, the findings of Pascarella et al.
Manuscript submitted to ACM
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Method-Level Bug Prediction: Problems and Promises 5

might not be generalizable. In this research question, we reevaluate the findings of Pascarella et al., but instead of using
one dataset and one evaluation scenario, we use three different publicly available datasets and three realistic scenarios.

2.4 Bug labelling

Traditionally, a code component, such as a method, is considered bug-prone if it has been modified in a bug-fixing
commit [74, 89, 105]. For identifying the bug-fixing commits, the SSZ approach has been the most adopted [103], which
has been further improved in subsequent studies (e.g., [26, 58]). The core of these approaches is to use a set of keywords
and bug IDs; if a commit message contains any of these keywords or a bug ID that is also found in a bug report, that
commit message is considered to be bug-fixing. The SSZ-like approaches not only find a buggy code component, but
also can locate the bug-inducing commit. The accuracy of these SSZ-like approaches, however, has been criticized by a
recent study [94]. Considering all the SSZ variants, the highest precision was only 70% in identifying bug-inducing
commits.

The keywords that are used to detect bug-fix commit messages differ across studies [37, 89, 105]. These keywords-
based systems produce too many false positives and false negatives, and may lead to a noisy dataset [13]. This
problem intensifies when unrelated code changes are committed in a single transaction, known as tangled code
changes [28, 50, 59, 67]. Therefore, labelling all the modified methods in a bug-fixing commit as buggy methods is
inaccurate, and harms bug prediction models significantly [49].

Motivation for RQ2. None of the existing MLBP models attempted to alleviate this bug labelling problem while
building the training data. Therefore, the significance of the impact of noisy data on bug prediction accuracy is unclear.
Consequently, we are unsure if it is worthwhile for future MLBP research to invest in building a more accurate bug
labelling approach.

2.5 Concept drift

“Change is the only constant in software.” With the evolution of software, the distribution of their characteristics, such as
the distribution of buggy methods, will change. This phenomenon is known as concept drift [12, 29, 55, 113]. Research
has shown that bug prediction models should be updated continuously—otherwise, their prediction performance
degrades significantly due to the change in data [55, 113]. To our surprise, existing MLBP models have ignored the
impact of concept drift. The approaches (e.g., [35, 74]) are to build the model once and to use it forever. Although these
approaches can work at the beginning of the software development life cycle, they become less practical over time.

Updating a model with time, however, can be expensive, because it may involve repeatedly selecting similar training
data, and then retraining the model [113]. Concept drift in bug prediction was also observed in a study by a group
of Google practitioners [65]. Supporting the findings of Rahman et al. [86], they have initially observed that if a file
was involved with a large number of bug-fixing commits, that file should be flagged as a bug-prone file, and should be
inspected more. This theory, however, does not hold for a long time; a bug-prone file, with time and continuous fixing,
may become bug-free. Google has later improved the model by considering the age of the bug-fixing commits so that
their impact on bug-proneness decays over time. This can potentially capture concept drift, but without repeatedly
retraining the model.

Motivation for RQ3. We are interested to know if we can accommodate concept drift in the MLBP models without
the expensive repetitive model retraining approach. We can deduce from the literature that a method’s bug-proneness
should change as it ages, but does it follow a consistent pattern? If so, a method’s age can potentially be used to capture
its time-varying bug-proneness (i.e., concept drift).
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6 Chowdhury et al.

2.6 Project selection

A common hypothesis in machine learning is, the more the training data, the higher the prediction accuracy, leading to
significant research in artificial data augmentation [53, 118]. This hypothesis, however, does not necessarily hold in
software defect prediction. Characteristics of different software can be significantly different from each other [22, 36].
This is problematic because, in most modeling approaches, training and test data must come from similar distribu-
tions [68]. Therefore, it is often more useful to select training projects that are similar to a test project, than to arbitrarily
augment the training data by adding more and more dissimilar projects [6]. As such, recent bug prediction studies have
focused on defining and selecting similar projects [6, 107, 113], and showed that appropriate source project selection
can improve bug prediction accuracy very significantly.

Motivation for RQ4. Unfortunately, none of the existing MLBP research has considered similar source project
selection before training a model. Therefore, we investigate if future studies should focus on systematic project selection
algorithms to help MLBP models.

2.7 Multiple models

A single generic model does not perform well for a dataset that contains clusters of data with different distributions
from each other. In such cases, multiple models are built so that each model is associated with one particular cluster of
data [48, 108]. The diversity in software data [22] makes building multiple models a potential candidate to improve bug
prediction accuracy. Consequently, an array of bug prediction research [48, 63, 108, 114, 120] has focused on this area,
specifically in ensemble modeling. In ensemble modeling, a final outcome is generated from the outcomes of multiple
base models [53]. For example, a code component would be predicted as buggy only if the majority of the base models
predict it as buggy. Reportedly, bug prediction accuracy has improved significantly with different forms of ensemble
modeling [3, 7, 114].

Motivation for RQ5. According to a study by Chowdhury et al. [22], the characteristics of Java methods vary
based on their size. For example, the variability in code metrics distribution is very different between large and small
methods. This encourages us to investigate if future MLBP research should focus on building a mixture of models. More
specifically, should we build separate models for small and large methods?

3 METHODOLOGY

In this section, we describe the publicly available datasets, the need and the process to make a new dataset, and the
analysis approach that we follow to answer our research questions.

3.1 Available dataset

The objective of RQ1 is to evaluate the true effectiveness of the existing MLBP approaches in different realistic scenarios.
In particular, we want to know what is the accuracy of MLBP when evaluated in time-sensitive ways, in contrast to the
cross validation approaches that were followed previously. Unfortunately, only three of the method-level bug studies
have shared their dataset publicly: the dataset of Ferenc et al. [33], Shippey et al. [101], and Mo et al. [74]. The datasets
of Ferenc et al., and Shippey et al. contain only source code metrics, whereas the dataset of Mo et al. contains both
the source code and change history metrics. The dataset of Mo et al. was incomplete when we first accessed it, but
thankfully, the authors fixed it after we contacted them. Similarly, the link to download the dataset of Shippey et al. was
broken. The authors provided a new working link when we notified them about this problem. All the working links of
Manuscript submitted to ACM
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these three datasets are included with our replication package. Table 1 summarizes these three datasets. These datasets
are used to answer three of the five research questions: RQ1, RQ4, and RQ5.

Table 1. Statistics of the three publicly available datasets. All the projects were written in Java.

Dataset # Projects # Code metrics # Change metrics

Ferenc et al. [33] 15 37 0
Shippey et al. [101] 23 29 0

Mo et al. [74] 18 21 19

3.2 A new dataset

In RQ2, we investigate if a more accurate bug labelling approach can help the bug prediction models. Therefore, we
need to change how a method is labelled as either buggy or not buggy. Unfortunately, none of the available datasets,
described in Section 3.1, facilitates this experiment; they do not provide the raw data that was used to define a method’s
class: buggy or not buggy. Similarly, none of this datasets is suitable to answer RQ3, where we answer if a method’s age
and recent change history can be used to capture the concept drift involved in bug prediction models. To answer these
research questions, we built a new dataset that we describe as follows.

3.2.1 Project selection. Research based on mining software repositories often relies on aggregated data analysis, where
data from multiple projects are collected and merged to produce a single observation (e.g., [37, 74, 83, 105]). Aggregated
analysis, however, has been shown to be inaccurate [22], because the observation can be highly influenced by very
few large projects, masking observations from the smaller projects. As such, many research has focused on individual
project analysis [22, 23, 56, 93, 100, 122]. This approach, however, has its own drawbacks: researchers can intentionally
select projects that support their conclusion, which is known as selection or publication bias [37, 85].

We focused on individual project analysis, with an unbiased project selection approach, which was proposed by
Chowdhury et al. [23]. We selected all the 49 projects that we found after joining the project sets of five different
studies [37, 40, 82, 89, 105]. These are all Java projects, similar to the three publicly available dataset, thus alleviates the
threats related to analyzing projects with different programming languages [121]. Table 2 shows the 49 projects and
their number of methods. Approximately 19% of the collected methods are getters and setters, which may add noise to
the analysis [5, 47, 67]. None of the conclusions of this study, however, change if we exclude them from our analysis.
Therefore, for simplicity, they were included in our analysis. Our dataset still keeps the getters/setters information for
any future experiment that may need them.

3.2.2 Collecting data. We need the change history of a method to understand if the method was involved in a bug fixing
commit (RQ2), and if so, how old was the method during the bug fix (RQ3). To collect the change history of our 774,051
Java methods, we have used the state-of-the-art tool, CodeShovel [39, 40]. Unlike other method history collection tools,
such as Historage [43] and FinerGit [51], CodeShovel does not require any expensive repository pre-processing. Also,
CodeShovel exhibits much better accuracy compared to the leading research (e.g, FinerGit) and industry tools (e.g.,
IntelliJ / git log). For a given change commit of a method, CodeShovel captures who modified the method, what was
modified, when it was modified, and why it was modified (i.e, commit message). It also returns the two source code
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8 Chowdhury et al.

Table 2. Description of the 49 projects. In total, 774,051 methods were extracted, and 146,749 of them were simple getters and setters.
To enable reproducibility, snapshot SHAs are presented as well.

Repository # Methods # Getters-Setters Snapshot

hadoop 70,081 11,214 4c5cd7
elasticsearch 62,190 8,864 92be38
flink 38,081 6,764 261e72
lucene-solr 37,133 5,597 b457c2
presto 36,715 8,472 bb20eb
docx4j 36,514 19,951 36c378
hbase 36,274 5,743 3bd542
intellij-community 35,950 5,392 cdf2ef
weka 35,639 10,513 a22631
hazelcast 35,265 7,857 a59ad4
spring-framework 26,634 5,719 1984cf
hibernate-orm 24,800 5,647 2c12ca
eclipseJdt 22,124 2,093 475591
guava 20,757 499 e35207
sonarqube 20,627 4,152 6b806e
jclouds 20,358 3,533 7af4d8
wildfly 19,665 3,828 f21f5d
netty 16,908 631 662e0b
cassandra 15,953 1,005 7cdad3
argouml 12,755 1,789 fcbe6c
jetty 10,645 2,651 fc5dd8
voldemort 10,601 2,246 a7dbde
spring-boot 10,374 3,080 199cea
wicket 10,058 2,162 e3f370
ant 9,781 3,072 1ce1cc
jgit 9,548 1,476 855842
mongo-java-driver 9,467 1,576 8ab109
pmd 8,992 1,204 d115ca
xerces2-j 8,153 1,579 cf0c51
RxJava 8,145 59 880eed
openmrs-core 6,066 2,084 c5928a
javaparser 5,862 650 8f25c4
hibernate-search 5,345 912 5b7780
titan 4,590 485 ee226e
facebook-android-sdk 3,759 459 fb1b91
checkstyle 3,340 955 164a75
commons-lang 2,948 214 f69235
lombok 2,684 132 4fdcdd
atmosphere 2,659 328 fadfb0
jna 2,636 354 b8443b
Essentials 2,390 351 d36d80
junit5 2,085 203 be2aa2
hector 1,958 517 a302e6
okhttp 1,953 151 5224f3
mockito 1,498 144 077562
cucumber-jvm 1,146 169 b57b92
commons-io 1,145 85 11f0ab
vraptor4 926 132 593ce9
junit4 874 56 50a285

Total 774,051 146,749
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versions of a change commit: a method’s code before the change and after the change. This facilitates us to calculate
different code metrics of a buggy method.

From the raw data provided by CodeShovel, we captured information related to RQ2, and RQ3. For this purpose, we
used our own tool—updated for this study—that was tested and used by multiple similar studies [1, 22, 23]. For source
code parsing and calculating different code metrics, our tool used the JavaParser library.3 Since an evolved method can
have multiple values for a given code metric, our tool collected and saved data for all the versions of a given method.
To make our work verifiable and reproducible, our replication package describes all the fields and their interpretations.
In particular, we have collected code metrics focusing on size, testability, readability, dependency, and maintainability.
Our objective (RQ2) is to observe how the ability of these code metrics improves in differentiating between buggy and
not buggy methods with more accurately labeled training data.

Size. Size of a code component has been reported as the most dominant maintenance predictor by many [23, 30, 37].
We consider size as the source lines of code without comments and blank lines, as was also defined by others [23, 61, 88].

Testability. If a method is difficult to test, the method could be more bug-prone [45]. The popular McCabe [2, 24, 61,
110, 122] is often used as an estimation of the complexity and testability of a method. McCabe [70] is the measurement
of the number of independent paths in a method, and the more independent paths a method has, the more difficult it is
to test.

Readability. Reading source code is one of the most crucial activities in software development and maintenance [95].
A difficult to read method is believed to be more bug-prone [83]. To measure the readability of source methods, we
have used the popular readability tool developed by Buse et al. [14].

Dependency. If a method (caller) relies on too many other methods (callees), the method would be more bug-prone,
because a bug in any of the callees would automatically propagate to the caller method. This measurement is generally
known as fanout [33, 74, 83], that we captured with our tool.

Maintainability. All the above code metrics capture some aspects of maintainability. However, to be more comprehen-
sive, a composite metric, known as maintainability index (MI) [81], is often used. This composite metric is also adopted
by different popular industry tools, such as Verifysoft technology [111], and Visual Studio [73].

3.3 Statistical tests

We randomly tested some of the distributions from our different datasets to verify if they are normally distributed.
After applying the Anderson-Darling normality test [90], we found that none of them followed a normal distribution.
Therefore, we adopted different non-parametric tests for our analysis. For example, to compare if two distributions are
statistically different, we use the non-parametric Wilcoxon rank sum test, also known as the Mann Whitney U Test [71].
Similarly, we used the non-parametric Cliff’s Delta calculator to calculate how significant is the difference between two
given distributions [69]. These two tests are commonly used in software engineering research (e.g., [8, 18, 20, 46, 52, 84]).

4 RESULTS: REVISITING THE PAST

In this section, we conduct an in-depth investigation of the effectiveness of the previous MPBP approaches. In particular,
we investigate if the existing MLBP models perform well when evaluated in realistic scenarios (RQ1).

Before evaluating the MLBP models in realistic scenarios on the datasets of Ferenc et al. [33], Shippey et al. [101],
and Mo et al. [74], we first need to verify if we are accurately using their dataset similar to their original studies. Both

3https://github.com/javaparser/javaparser
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Ferenc et al. [33] and Mo et al. [74] used Weka [117], a Java-based machine learning tool, for reporting their results with
the 10-fold cross validation approach. Therefore, with the help of the python-weka-wrapper4 library, we used Weka for
reproducing their results. Unfortunately, Shippey et al. [101] did not build any model, but only provided a dataset as a
benchmark for future MLBP research. Nevertheless, we use their dataset to see the accuracy with the cross validation
approach so that we can compare this accuracy with the accuracies in realistic scenarios.

Table 3 compares our results with the original results of Ferenc et al. [33]. We have selected the top five machine
learning algorithms, as mentioned in the original study. Although our reproduced results are similar to the original
study, in most cases the accuracy is a little higher in the reproduced results. We have contacted the authors about the
difference, and they found no problem with our approach, replying it could be due to an older Weka version that they
used. Unfortunately, the only author who knew about the exact Weka version was unavailable.

Table 4 shows the accuracy of the five machine learning algorithms for the dataset of Shippey et al. [101]. Clearly,
the observations are similar to the dataset of Ferenc et al. Unlike Ferenc et al., Mo et al. only used the Random Forrest
algorithm, and they reported the accuracy for each project separately. Also, the authors reported accuracy only in area

under roc curve (AUC). While we compare our AUC results with the original AUC, we also present results in other
accuracy metrics. Table 5 shows the detail. Our reproduced results (AUC score) are almost identical to the original
results.

Table 3. Reproducing the results for the dataset of Ferenc et al. [33] with 10-fold cross validation. O is for original, and R is for
reproduced.

Precision Recall F-measure
Algorithm O R O R O R

Random Forest 0.633 0.648 0.632 0.720 0.631 0.682
J48 0.614 0.617 0.613 0.738 0.611 0.672
Random Tree 0.611 0.650 0.611 0.674 0.611 0.662
SimpleLogistic 0.606 0.588 0.604 0.605 0.603 0.597
DecisionTable 0.613 0.583 0.607 0.759 0.598 0.659

Table 4. Results, with 10-fold cross validation, for the dataset of Shippey et al. [101]. No comparison can be made because Shippey et
al. [101] did not provide any accuracy result.

Algorithm Precision Recall F-measure

RandomForest 0.695 0.741 0.717
J48 0.680 0.664 0.672
RandomTree 0.662 0.669 0.665
SimpleLogistic 0.657 0.607 0.631
DecisionTable 0.658 0.625 0.641

As we are now confident that we are using the datasets as intended in the original studies, we now evaluate these
approaches and datasets in three realistic scenarios. The realistic scenarios are constructed as follows. When no history
data of a test project is available, practitioners can build a cross project defect prediction model. When history data is

4https://fracpete.github.io/python-weka-wrapper/
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Table 5. Reproducing the results for the dataset of Mo et al. [74] with 10-fold cross validation.

AUC
Project Precision Recall F1 Original Reproduced

ActiveMQ 0.73 0.74 0.74 0.87 0.87
Ignite 0.61 0.32 0.42 0.90 0.90
Nutch 0.73 0.58 0.65 0.82 0.82
Camel 0.67 0.38 0.49 0.87 0.87
Flume 0.75 0.86 0.80 0.81 0.81
Struts 0.69 0.69 0.69 0.86 0.85
Maven 0.66 0.57 0.61 0.89 0.89
Kafka 0.6 0.46 0.52 0.83 0.83
Zookeeper 0.73 0.75 0.74 0.81 0.80
Avro 0.74 0.6 0.66 0.83 0.84
Drill 0.72 0.71 0.71 0.82 0.82
Wicket 0.68 0.65 0.66 0.89 0.89
Flink 0.65 0.43 0.52 0.79 0.80
Hbase 0.73 0.79 0.76 0.82 0.82
Calcite 0.64 0.67 0.66 0.74 0.74
CXF 0.66 0.45 0.53 0.88 0.87
Cassandra 0.7 0.75 0.73 0.83 0.82

available, practitioners have two more options for building the training data: they can mix the history data of the test
project with other projects’ data, or they can use only the history data of the test project.

• scenario i (cross project). No data from the test project is used in training.
• scenario ii (cross + past). Data from all projects and history data of the test project are used for training to predict

future bugs of the test project.
• scenario iii (only past). This is the same as ii, except only the history data of the test project is used for training.

Figure 1 shows the Cumulative Distribution Function (CDF) of different accuracy metrics for the dataset of Ferenc et
al. Although the original dataset does not contain the time information required for the accuracy evaluation in scenario
ii (cross + past) and iii (only past), we have collected this information by a python script that used the SHAs available
with the dataset. In all three scenarios, the precisions and the F1 scores are significantly lower than the original results
with the cross validation approach (Table 3). For example, for the scenario i (cross project) prediction (Figure 1 (a)),
precision was within only ∼0.37 for 80% of the projects, considering all the machine learning algorithms. The F1 score
was within ∼0.50 (Figure 1 (c)) for 80% of the projects, even with the most accurate Decision Table algorithm. This
degraded performance does not improve for the other two scenarios.

Figure 2 shows the results for the dataset of Shippey et al. [101]. Unlike the dataset of Ferenc et al., this dataset
contains the release numbers. Therefore, for scenarios ii (cross + past), and iii (only past), all the release versions before
the release version x were used in training, when the release version x was used for testing. The performance in
precision and F1 is now even worse. For example, in scenario i (cross project), the precision and F1 were within ∼0.13
and ∼0.25, respectively. Although the performance improve in scenarios ii (cross + past) and iii (only past), they are still
low compared to the results with the cross validation approach (Table 4).

Figure 3 shows the results for the dataset of Mo et al. Unfortunately, this dataset does not contain any timing
information, which obstructed our analysis for scenarios ii (cross + past) and iii (only past). The results, at the first glance,

Manuscript submitted to ACM



573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

12 Chowdhury et al.

0.1 0.2 0.3 0.4
Precision

0.2

0.4

0.6

0.8

1.0
CD

F
J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(a) Scenario i

0.2 0.3 0.4 0.5 0.6 0.7 0.8
Recall

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(b) Scenario i

0.0 0.1 0.2 0.3 0.4 0.5
F1

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(c) Scenario i

0.1 0.2 0.3 0.4
Precision

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(d) Scenario ii

0.1 0.2 0.3 0.4 0.5 0.6 0.7
Recall

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(e) Scenario ii

0.1 0.2 0.3 0.4 0.5
F1

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(f) Scenario ii

0.1 0.2 0.3 0.4 0.5
Precision

0.2

0.4

0.6

0.8

1.0

CD
F J48

RandomForest
RandomTree
SimpleLogistic
DecisionTable

(g) Scenario iii

0.1 0.3 0.5 0.7 0.9
Recall

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(h) Scenario iii

0.1 0.2 0.3 0.4 0.5
F1

0.2

0.4

0.6

0.8

1.0

CD
F

J48
RandomForest
RandomTree
SimpleLogistic
DecisionTable

(i) Scenario iii

Fig. 1. Results for the dataset of Ferenc et al. in three realistic scenarios. For graph readability, the number of markers is kept less
than the number of data points. The first row shows the cross project prediction results, where nothing was used from test projects
during training (scenario i). The second and third rows show the results for scenarios ii (cross + past) and iii (past only), respectively.
For these two scenarios, data from the first half of the test project’s lifetime was used in training, and the last half was used for
testing. We tried few other time splits with no noticeable change in our observation.

are encouraging. Although the accuracies are generally lower compared to the cross validation approach (Table 5), this
dataset produces significantly better accuracies than the other two datasets. Unfortunately, we found some crucial
problems with the construction of the dataset itself, which unduly boosted the accuracy. The authors have collected the
change history of a method from its whole lifetime, and then defined the method either as buggy or not buggy. In the
real world, we do not have access to the future change information when we predict the future bug-proneness of a
method; we have to predict the future only by using the past. Consider the independent variable number of changes

used by the study. If a method’s number of changes is zero in its whole lifetime, then the method was definitely labelled
Manuscript submitted to ACM
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Fig. 2. Results for the dataset of Shippey et al. [101] in three realistic scenarios. The first row shows the results for the scenario i
(cross project). The second and third rows show the results for scenarios ii (cross + past) and iii (past only), respectively.

as not buggy in the dataset, because it was never associated with a change commit, let alone with a bug-fixing commit.
Problem is, to make it work, we have to time travel in the future to know if a method will have zero change in its
lifetime. Also, building models where a method is labelled as buggy for eternity is impractical, because it may become
not buggy after one or more bug-fixing processes [65]. These kinds of incorrect approaches were reported to be the root
cause of the failure of bug prediction models in industrial practice [62].
Summary: Previous MLBP models were evaluated with the unrealistic cross validation approach. In some cases,
training data was constructed using information from the future that would be unavailable in any realistic scenario.
When evaluated with different practical scenarios, the performance of MLBP is extremely poor. Our conclusion,
based on robust analysis, confirms earlier findings [83] that method-level bug prediction is an open research problem.
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Fig. 3. Results for the dataset of Mo et al. for scenario i. Result for AUC is also added to be consistent with the original study. This
dataset contains no time information, thus preventing us to perform the evaluations for scenarios ii and iii.

5 RESULTS: POTENTIAL IMPROVEMENT AVENUES

The futility of the existing approaches led us to explore some potential improvement avenues for future MLBP models.
In this section, we discuss a quartet of such avenues by answering RQ2 to RQ5.

5.1 RQ2: How important is accurate bug labelling for the success of future MLBP models?

Machine learning models perform poorly when trained on a noisy dataset [41]. While there are several types of
noises [123], such as providing inaccurate values for different attributes, noisy data due to mislabelled instances
has been the most crucial [41]. Removing mislabelled classes from the training data improves prediction accuracy
significantly [91, 123]. As we have mentioned in Section 2.4, bug prediction datasets are susceptible to noise, due to
their unconditional credence in finding bug-fix keywords in the commit messages, and due to the developers induced
tangled changes.

Problems with Keywords. Let us consider the bug-fix keywords used in the study of Ray et al. [89]. The authors
have used different forms of nine keywords—error, bug, fix, issue, mistake, incorrect, fault, defect, and flaw—such that
if a commit message contains any of these keywords, that commit is considered as a bug-fix commit. Our manual
analysis, with 500 randomly selected commits, reveals some problems with this keyword set. For example, the word
issue in a commit message does not necessarily mean it is a bug-fix commit. It may mean a quality improvement (e.g.,
jcloud, commit hash 4c83585, commit message: fixed some quality issues), or even an enhancement (e.g., hazelcast,
commit hash 51675d81, commit message: issues/13540: Transaction Propagation support implementation (15141)). As
such, all the methods that were changed in these commits will incorrectly be labelled as buggy methods. This problem
Manuscript submitted to ACM
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is common for other keywords as well. For example, although the commit message Add default /error view for HTML

clients (Spring-boot, commit sha 5211747) contains the word error, this commit was for an enhancement, not for a bug
fix.

Problems with tangled Changes. From our dataset, described in Section 3.2, we calculate how many methods are
modified in each bug-fix commit, and show the cumulative distribution function in Figure 4. In ∼40% of the bug-fix
commits, only one method was modified, which is good for producing a less noisy bug training dataset; if only one
method is modified in a true bug-fix commit, that method is definitely buggy. However, in more than ∼15% of the
bug-fix commits, at least 10 methods were modified. There are commits that even modified more than 100 methods
(or even more than 1000 methods in extreme cases). If a bug-fix commit modifies 100 methods, and only 10 of them
were actually buggy, 90 methods would be mislabelled as buggy methods. Our CDF graph shows that in ∼60% of the
commits, more than one method was modified, and we do not know how many of the methods were actually modified
for bug-fix. Therefore, the probability of having too many mislabelled buggy methods in the previously built datasets
(e.g., [33, 74, 83]) is high.

100 101 102 103 104

#methods changed

0.0
0.2
0.4
0.6
0.8
1.0

CD
F

Fig. 4. Cumulative distribution function of the number of methods modified in a bug-fix commit.

Problems with not buggy methods. Traditionally, if a method was never modified with a bug-fix commit, that
method is labelled as not buggy [35, 74]. This approach is unreliable in at least two scenarios. i) If a method was
introduced just before the data collection process, that method would automatically be labelled as not buggy, although
there was no time to observe this method’s evolution. ii) Consider that a complex method was committed to a system.
However, after just one week, a developer noticed the method, then refactored and improved its quality. Due to the
reduced complexity, the method was never associated with a bug-fix commit, therefore would be labelled as not buggy.
The problem is, this method now has two versions. It is acceptable to label the refactored version as not buggy, but
labelling the first version of the method as not buggy could be problematic. Similar to scenario i, the first version did
not have enough time to be labelled as buggy, in case it was indeed a buggy method.

Can these too many sources of noise in bug data explain the poor performance of the previous bug prediction
models (RQ2-1)? Can a more accurate approach to building bug data improve bug prediction (RQ2-2)? To answer these
questions, we built two datasets: i) Traditional, and ii) Accurate.
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Traditional dataset. Similar to earlier studies, a method is buggy if it was modified in a bug-fix commit. To identify
a bug-fix commit, we adopt the keywords used by Ray et al. [89]. Likewise, a method is not buggy if it was never
modified in a bug-fix commit.

Accurate dataset. To build an accurate dataset, we focused on the precision for labelling a method either as buggy
or not buggy. Our developed approach is based on our manual inspection on 500 randomly selected potential bug-fix
commits. We label a method as buggy, if it is the only method that was modified in a commit containing a bug and a fix

related keyword in the same sentence of the commit message. The details are as follows.

• Bug words. We deleted the keyword issue from the keyword set of Ray et al., because it produces too many false
positives. Instead, we added the word misfeature to the list, as suggested by Rosa et al. [94].

• Fix words. The presence of a bug word alone is not sufficient for detecting bug-fix commits [94]. To achieve high
precision, the same sentence containing a bug-related word must contain a fix-related word as well. Leveraging
our manual analysis and the existing research, we selected different forms of five fix related words: fix, solve,
resolve, repair, and address.

• If multiple methods were modified in a single commit, we do not know which methods are related to bug-fix,
and which are the results of tangled changes. Therefore, we discarded such commits from our dataset.

• If a method has multiple versions, only the modified version in a bug-fix commit is buggy.

A method’s version is labelled as not buggy, if it was unchanged at least for two years, and none of the future versions
was associated with a change commit containing any of the bug or fix related keywords we mentioned in this paper. The
rationales are as follows.

• We cannot label a method as not buggy, just because it was never associated with a bug-fix commit. Perhaps, it
is a new method, and its bug will be revealed in the future. Therefore, a method has to be unchanged at least for
two years. Chowdhury et al. [22] showed that if a method is unchanged for two years, the probability of its
future change is low.

• If a specific version of a method was not associated with a bug-fix commit, but a later version was, we cannot
guarantee the previous version was bug-free, because the bug may have propagated to the later version.

• While the existence of a single bug or fix related keywords in a commit message does not always indicate a
bug-fix process, in many cases they do. Therefore, we can not label any method as bug-free that was associated
with a commit containing any of these potentially bug or fix-related keywords, including the word issue.

Let us now consider the sonarqube project (Table 2) as an example. For this project, Figure 5 shows the distribution
of the five code metrics, discussed in Section 3.2.2, after grouping them for the buggy and the not buggy methods.
In the traditional noisy dataset (Figure (a)), all the distribution differences are statistically significant, according to
the Wilcoxon rank sum test. However, all of these differences have small effect sizes according to the Cliff’s delta
calculator. For the accurate dataset (Figure (b)), however, all the differences have large effect sizes, not to mention that
the differences are statically significant as well. Do these observations generalize for all 49 projects? Table 6 shows the
results. We had to exclude six projects from our analysis because they did not have enough samples (i.e., at least 10
samples) for the buggy class when calculated for the accurate dataset.

For the traditional noisy dataset, the distribution differences are mostly within negligible or small effect sizes. This
means, even the popular explanatory variables struggle to distinguish between the buggy and not buggy methods. This
clearly explains the poor performance of the previous MLBP approaches (RQ2-1), because this is how their datasets
were constructed.
Manuscript submitted to ACM
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(a) Traditional dataset

(b) Accurate dataset

Fig. 5. Distribution of different code metrics in the buggy and not buggy Java methods from the Sonarqube project. The distributions
are significantly more different in the accurate dataset than in the traditional dataset.

In contrast, most of the differences have large effect sizes in the accurate dataset. For example, in the traditional
dataset, in 30.61% of the projects (15 projects), the Cliff’s delta effect size is negligible between the size distributions of
buggy and not buggy methods. This effect size is large for 97.67% of the projects in the accurate dataset. This significantly
different behaviour between the two datasets is true for other code metrics as well. This implies that future MLBP
models can be improved significantly with our conservative accurate labelling approach (RQ2-2).

Summary: The impact of accurate bug labelling on the future MLBP models can be enormous. Previous MLBP
models were trained on inaccurate noisy datasets, leading to poor prediction performance. We showed that future
bug prediction models can be improved significantly by a more careful bug labelling approach.

5.2 RQ3: Can a method’s age capture the inevitable concept drift in bug prediction?

Previous studies have observed a positive correlation between change- and bug-proneness [10, 11, 76, 77, 87]. We first
investigate if this observation is true at the method-level granularity. To understand the change history of a method, we
captured four different change-proneness indicators from the first five years of a method’s lifetime. We then captured if
the method was buggy or not, in the next five years. The four indicators are, i) number of revisions, ii) diff size, iii)
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Table 6. Cliff’s Delta Effect sizes for the difference in code metrics distribution between the not buggy and buggy methods. N refers
to Negligible, S refers to Small, M refers to Medium, and L refers to Large effect size. For example, 30.61 for N means, in 30.61% of the
projects the cliff’s delta is negligible.

Traditional Accurate
Metrics N S M L N S M L

Size 30.61 57.14 12.24 0.0 0.0 2.33 0.0 97.67
Readability 44.9 48.98 4.08 2.04 0.0 2.33 4.65 93.02
McCabe 42.86 48.98 8.16 0.0 0.0 2.33 0.0 97.67
FanOut 32.65 57.14 10.2 0.0 0.0 2.33 0.0 97.67
MI 24.49 61.22 14.29 0.0 0.0 2.33 0.0 97.67

number of added lines only, and iv) Levenshtein edit distance [64]. Chowdhury et al. [22] observed that these four
change indicators together can provide a comprehensive view of a method’s true change history.

Figure 6 shows that the buggy methods are more change-prone than the not-buggy methods. For all four change
indicators, the distribution differences are statistically significant according to the Wilcoxon rank sum test, and the
effect sizes are large according to the Cliff’s delta calculator. Therefore, change history is indeed a good predictor for
method-level bug prediction, as was also claimed in other studies [74, 83].

Fig. 6. Distribution of different change metrics in the buggy and not buggy methods in the accurate dataset. Change metrics were
captured from the first 5 years, whereas bug information was captured in the next five years. Data was aggregated from all 49 projects.
Methods that are not at least 10 years old were excluded from this analysis. Observations are similar for individual project analysis as
well.

The problem is, due to concept drift [12, 29, 55, 113], the correlation between change- and bug-proneness fluctuates
with time [65], inducing unstable bug prediction performances [8]. This problem can be alleviated by retraining the
model each time a concept drift occurs [113], which is, of course, laborious and time-consuming. A cheaper alternative
would be to use one or more variables that can guide the time-varying prediction of a model. According to a Google
study [65], bug-proneness is better modelled with the recent change history than with the complete change history.
This makes recent change history a potential candidate to model concept drift. Unfortunately, the differences in Figure 6
between buggy and not buggy methods reduce if we collect the change history from recent times (e.g., from the last
three years), instead of collecting it from the whole five years. The Cliff’s delta effect sizes become medium from large.

We have also experimented with other scenarios. For example, we have captured bug information between the eighth
and the tenth year of a method’s life. We then captured the last two years’ change history (i.e., changes between years
Manuscript submitted to ACM
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six to eight), and the total change history. For all four change indicators, the effect sizes between the buggy and the not
buggy methods were lower with the recent change history compared to the complete change history. Is it surprising
that recent change history was helpful at Google (File level), but not in our study (method level)? Perhaps not. Previous
studies have reported about these contradictory observations between file/class and method-level granularity [22, 61].

Given that recent change history does not help us capture concept drift at the method level, we now focus on method
age. What if a method’s age can explain its time-varying bug-proneness? Perhaps, a complex old method is less (or
more) bug prone than a complex new method. Probably, if a method is old, its bug-proneness is low although it has
undergone massive changes in its early life stages. To investigate this, we have captured how old was a method during
its involvement with bug-fix commits. If a method was modified with multiple bug-fix commits, we recorded all the
corresponding ages. The relevant threats with this analysis are discussed in Section 7.

Figure 7 shows that a method’s bug-proneness indeed decays over time. The decaying patterns are so consistent that
they can be modelled by a power law distribution, such as the Zipf’s law [79]. This is encouraging because future MLBP
models can consider a method’s age to potentially address concept drift, without the laborious and time-consuming
model retraining.

A valid skepticism of using method age. The complexity of a method reduces over time, due to the regular perfective
and preventive maintenance activities [16, 17]. Since code complexity is a good bug predictor (Section 2.4), the decaying
bug-proneness over time is probably due to the reduced code complexity. In that case, method age would not be a good
predictor to understand concept drift. A more complex method would be more bug-prone regardless of its age. To verify
this, we captured the McCabe complexities of all the methods in three different times: when the methods were 1 year,
5 years, and 10 years old. Figure 8 shows that the complexity distributions did not change over time. According to
the Wilcoxon rank sum test, none of these distributions are statistically different from each other. This validates the
usefulness of using a method’s age in capturing its concept drift.
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Fig. 7. The bug proneness of a method dwindles as it gets older. Figure (a) is for the accurate dataset, and figure (b) is for the traditional
noisy dataset. The little zigzag pattern in Figure (a) is due to the less number of data points than in Figure (b). As bug-related data in
each year for each project individually is rare, Figure (a) and (b) show results for the aggregated data. However, in (c), results are
shown separately for three individual projects that had much more year-by-year bug data than the other projects. In all cases, the
decay patterns can be modelled with the Zipf’s Law equation.
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Fig. 8. McCabe distribution over time. Figure (a) is for the aggregated data. The results are similar for each of the individual projects.
For brevity, we show results for two of them in Figure (b) and Figure (c).

Summary: A method’s bug-proneness decays continuously as the method ages. A long-lived buggy method has
probably undergone enough bug-fixing processes and become a bug-free method. Therefore, bug-proneness cannot
be explained just by using the code complexity and change history of a method. A method’s age must be used to
capture the concept drift necessary for a realistic and accurate bug prediction model.

5.3 RQ4: Should future MLBP research focus on an optimal project set selection?

Studies, at higher than the method-level granularity, observed that judicious selection of training projects (or project
versions) can significantly improve the accuracy of bug prediction models [6, 107, 113]. This judicious selection is
commonly based on some similarity scores between the test project and the training projects. We investigate if this
approach can indeed benefit MLBP models so that researchers can build and evaluate such similarity functions for the
method-level granularity.

Our hypothesis is that, if using only a subset of the training projects produces a more accurate prediction model than

using all the training projects, then this indicates that optimal project set selection should improve MLBP accuracy. To
better understand our hypothesis, let us consider a test project 𝑝𝑡 and two sets of training projects 𝐴 = 𝑝1, 𝑝3, 𝑝5, and
𝐵 = 𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5. Here, 𝐴 is a subset of 𝐵. Now, if the bug prediction accuracy on 𝑝𝑡 is higher with 𝐴 than with 𝐵,
this means adding 𝑝2 and 𝑝4 in the training set did more harm than good. This clearly implies that adding more projects
to the training data does not necessarily improve prediction accuracy, and optimal project selection can indeed help
MLBP models.

For our experiments, we used all three public datasets, described in Section 3.1. We followed the cross-project bug
prediction approach, where the base model uses all the training projects. For experimenting with the subset projects,
we randomly selected 𝑥 number of training projects, such that 𝑥 = 1, 3, 5, 7, 10. For example, when 𝑥 = 5, we randomly
sampled five training projects, without replacement. We then trained a model with these five projects and compared its
accuracy with the base model. This experiment was repeated three times so that three different sets of five projects
were evaluated. The same approach was followed for all the 𝑥 values.

For most of the subsets, in all three datasets, the accuracy was significantly lower than the base model. This supports
the traditional presumption that more training projects generally lead to more prediction accuracy. However, for all the
test projects from all three datasets, there was always one or more subsets that had higher accuracy than the base model.
This observation is presented in Figure 9. Clearly, all the accuracy scores (precision, recall, and F1) have improved
Manuscript submitted to ACM
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Fig. 9. Improvement results for all three datasets. For each test project, there is at least one smaller set of training projects that
leads to better accuracy than using all the training projects. When there are multiple subsets with improved accuracy, the maximum
improvement was selected. For simplicity, results are shown only for the Random Forest algorithm, but the observations are the same
as the other algorithms.

significantly for all the projects. For example, for the dataset of Ferenc et al., the recall has improved by at least 10% for
60% of the projects. For the dataset of Shippey et al., all the scores have improved by at least 10% for 20% of the projects.
These improvements can potentially be higher if we test with more subsets. A potential approach to select optimal
training projects is discussed in Section 6.

Summary: Future MLBP models should take advantage of optimal project set selection, because this may signifi-
cantly improve bug prediction performance. However, finding optimal training projects for a given test project is an
open research problem for MLBP. In Section 6, we provide a potential layout in this direction.

5.4 RQ5: Should future MLBP research focus on a mixture of models?

As we have discussed in Section 2.7, a mixture of models improves prediction accuracy when there are multiple distinct
populations (or clusters) in a single dataset. It is inaccurate to model such a dataset with a single set of parameters. In
this RQ, we investigate if future research should model bug proneness separately for small and large methods.

Chowdhury et al. [23] followed the six steps procedure of Alves et al. [4] for empirically deriving and evaluating
the size boundaries of small (𝑆𝑖𝑧𝑒 ≤ 24), medium (25 ≤ 𝑆𝑖𝑧𝑒 ≤ 36), large (37 ≤ 𝑆𝑖𝑧𝑒 ≤ 63), and very large methods
(𝑆𝑖𝑧𝑒 ≥ 63). Alves et al. [4]’s approach does not depend on intuition or expert opinions (which are generally debatable),
and is robust to outlier projects. The three public datasets for our analysis, however, do not have enough buggy methods
in each size category. Therefore, we considered any method with 𝑆𝑖𝑧𝑒 ≤ 36 and 𝑆𝑖𝑧𝑒 ≥ 37 as a small and large method,
respectively.

We first investigate if the ratios of the buggy and not buggy methods in a project (i.e., # of buggy methods /# not
buggy methods) are different in small and large methods. If so, then small and large methods should be treated as two
different clusters, and we should not model them together. Figure 10 shows the results for all three datasets. The group
of small methods has a much less number of buggy methods than not buggy methods. For example, in the dataset of
Ferenc et al., the ratios for the small methods are ≤ 0.4 for ∼80% of the projects. But for large methods, the ratios are
≤ 0.4 for only ∼20% of the projects. Evidently, the class imbalance issue is much more prevalent in small methods than
in large methods. Therefore, applying the over-sampling or the under-sampling approach on the whole dataset, as
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followed by the previous studies [33, 83], would not solve the problem. Most of the buggy methods would be drawn
from the set of large methods, and the not buggy methods would be drawn from the set of small methods.
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Fig. 10. Cumulative distribution functions of the ratios of the buggy and not buggy methods for all three public datasets.

According to our observation, accurate bug prediction should be much more difficult in small methods. To verify
this, we captured the prediction accuracy on small methods and large methods separately, and then calculated the
accuracy gain (or loss) compared with the prediction accuracy on the whole dataset (base accuracy). For example, if
precision is 0.3 on the whole dataset, but 0.5 when evaluated on the large methods only, that is a 66.66% improvement in
precision. Figure 11 shows the results. Clearly, compared to the base accuracy, the prediction accuracy is always lower
for small methods, and higher for large methods. For example, when evaluated only on the small methods in the dataset
of Ferenc et al. (Figure 11 (a)), precision and F1 scores dropped more than 10% for 40% of the projects. In contrast, all the
scores improved by at least 10% for 80% of the projects when evaluated on large methods only (Figure 11 (b)).
Summary: Characteristics of small and large methods are significantly different from each other: they are different
in their code metrics variability [22], and in their bug-proneness distributions. Future MLBP research should group
them into two different clusters so that both the pre-processing (e.g., under-sampling) and model training are done
separately.

6 DISCUSSION

We have established that the reported high accuracies of previous method-level bug prediction research are inaccurate
(RQ1). The accuracies were unduly boosted through information leakage, as future data was used during the model
training phase (or even during the data construction phase). In realistic scenarios, the performances of those models and
approaches are extremely poor. Method-level bug prediction thus remains an open research problem. We then studied
and provided four potential guidelines (RQ2 to RQ5) that can benefit future method-level bug prediction research. The
guidelines are as follows.

• Future method-level bug prediction should focus on accurate bug labelling. They can adopt our conservative
labelling approach (RQ2), or improve it even further.

• They must adapt to concept drift, and can use a method’s age (RQ3) that captures the continually decaying
bug-proneness of the method.

• Instead of solely focusing on how to enlarge training data, future research should focus on selecting training
projects that are similar to a given test project (RQ4).
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Fig. 11. The first row shows the results for the dataset of Ferenc et al. The second and the third rows are for the datasets of Shippey
et al. and Mo et al., respectively. For all the datasets, prediction accuracy is much weaker in small methods. Results are shown only
for the Random Forest algorithm, but the observations are similar for all of them.

• Due to their distinct characteristics, small and large methods should be grouped and treated separately (RQ5).
For example, instead of one single generic model, at least two different models should be built—one for each
size group.

Our conservative bug labelling approach (RQ2), however, reduces the number of samples in both classes. But, for
accurate model training, a small accurate dataset is often better than a large noisy dataset [31, 41, 119]. In addition, by
leveraging different open-source platforms, such as GitHub, and tools like CodeShovel [40], we can collect as many
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accurate samples as required. One other challenge to follow our guidelines is not knowing how to select similar projects
(RQ4). Recent research has investigated the effectiveness of the bandit algorithms [6], distribution of bug prediction
data [113], and collaborative filtering [107] for selecting similar training projects. However, due to the different code
granularity, the effectiveness of these approaches is unknown in method-level bug prediction.

We envision a dedicated future study solely on similar training project selection—selecting a set of training projects
that are similar to the test project in a way that produces higher bug prediction accuracy. The challenge is to find a
metric (or a set of metrics) that can be used as a proxy for project similarity. We can consider two projects as similar
if most of their source methods are similar according to code clone analysis. However, this requires comparing each
method of a project with every method from the other project, which would be extremely time-consuming especially
when we require a significant number of training projects for building a robust model. Also, even if two projects
share many similar methods, the number of bugs and their fix patterns can still be substantially different based on the
number and expertise of the contributors of those two projects. Therefore, future studies can investigate if developer-
centric information can be used for selecting similar training projects. None of our datasets contains developer-related
information, restricting us from such an analysis. Another potential approach to define similarity is to use different
code quality indicators—if two projects have similar code quality, perhaps they have similar numbers and types of
bugs. To investigate if such an approach can be useful, we consider three source code metrics: LOC (source lines of
code), McCabe (cyclomatic complexity), and HCPL (Halstead calculated program length). These three metrics are widely
used in software quality and maintenance research [2, 22, 24]. For this analysis, we selected the dataset of Ferenc et al.,
because its model performs much better than the dataset of Shippey et al., and unlike the dataset of Mo et al., it does
not contain any unrealistic future information.

We want to investigate cases where we see substantially different accuracy when two different training project
sets are used, although other settings are identical. In that vein, we found that the accuracy in bug prediction for
the Android-Universal-Image-Loader project is significantly higher with training projects titan, mct, oryx, hazelcast,

and MapDB than with projects elasticsearch, JUnit, ceylon-ide-eclipse, antlr4, and mcMMO, although in both cases the
RandomForest algorithm was used. Figure 12 (a) compares the code metric distributions (HCPL) between the test project
Android-Universal-Image-Loader and the higher accuracy-producing training projects (titan, mct, oryx, hazelcast, and

MapDB). Figure 12 (b) does the same, except it compares the test project with the worst accuracy-producing training
projects. Clearly, the HCPL code metric distribution of the test project is much more similar to the training projects with
higher accuracy (Figure a) than the training projects with lower accuracy (Figure b). We also observed a similar case
when the mct project was the test project—two different training sets produced two subsantially different accuracies for
mct. Figure 12 (c) and Figure 12 (d) draw the same conclusion—training projects with similar HCPL distribution to the
test project produce better accuracy. Encouragingly, this conclusion does not change for the other two code metrics:
LOC, and McCabe. This implies that similarity in the distribution of code metrics can be used as a proxy to select similar
training projects for improving future MLBP models. We plan to evaluate this more rigorously in the future.

We also observed that all the previous research considered method-level bug prediction as a static problem; a method
was either considered buggy or not buggy for its whole lifetime. These models are impractical because they can not
adapt to the change of state after a method undergoes one or more bug-fixing processes. Future research, therefore,
should consider method-level bug prediction as a time-series problem.

7 THREATS TO VALIDITY

Several threats can harm the validity of our findings.
Manuscript submitted to ACM
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Fig. 12. Comparison between the HCPL metric distributions between the test and the training projects. The first row shows the
results for the Android-Universal-Image-Loader project with the best (a) and the worst (b) training projects. The second row shows
the same for the mct project. The distribution of code quality indicator HCPL for the test project is more similar to the higher
accuracy-producing training projects (Figures (a) and (c)) than the lower accuracy-producing training projects (Figures (b) and (d)).
This observation remains the same if we replace HCPL with other quality indicators (LOC, and McCabe).

External validity is impacted by the selection of the three datasets. To the best of our knowledge, these are, unfor-
tunately, the only publicly available datasets designed for method-level bug prediction. We have contacted the first
author of [83] asking about the availability of their dataset. Their suggestion was to follow their posted data collection
process which may unfortunately require a few months. Our new dataset used 49 open-source Java projects. As such,
our results might not generalize for closed-source projects, or for projects written in different programming languages.

Internal validity is hampered by our choice of the two statistical tests: Wilcoxon rank sum, and Cliff’s delta. These
two tests, however, are widely adopted in software engineering research (e.g., [8, 20, 21, 40, 60, 98]). In addition, we
have also analyzed our results with data visualization—e.g., the cumulative distribution function and box-plots.

Construct validity is affected by our selection of bug- and fix-related keywords. Also, for tracing a method’s change
history, we relied on CodeShovel [40]. CodeShovel uses string similarity to decide if two given methods are similar. This
approach can be inaccurate in method overloading, which can be common in Java-based projects. In RQ3, to understand
the decay in bug-proneness, we have captured the age of a method during its bug fix. A bug, however, can be much
older than its bug-fix time, but exactly when a method became buggy is difficult to capture. However, if we see that
bug-fix happens less as a method gets older, it is not an unreasonable assumption that bug-proneness decays over time
too.
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Conclusion validity of our findings can be impacted by any of the above mentioned threats.

8 CONCLUSION

In this paper, we have established that existing method-level bug prediction models are not suitable for realistic scenarios
applicable to industry practices. We have shown three time-sensitive realistic scenarios that future models should be
evaluated with. We then discussed four potential research avenues that may improve method-level bug prediction
significantly.

Through our findings, the extremely poor performance of the existing models became unsurprising, given that they
were trained on noisy datasets. An accurate bug labeling approach, such as the one we have presented, should be used
in the future. In addition, the bug-proneness of a method decays over time, due to concept drift. This observation
was neglected in the earlier studies, which also partly explains their poor performance. In those models, a complex
bug-prone method would always be considered buggy, even if the method has undergone several bug-fixing processes.
We have also shown that method-level bug prediction accuracy can be improved by selecting similar training projects
and building separate models based on method sizes.

We hope that our findings and guidelines would excite and encourage the research community for producing ever
more accurate method-level bug prediction models that are also suitable for industry practice.
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