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Abstract

We present and compare two approaches
to the task of summarizing evaluative argu-
ments. The first is a domain-independent
sentence extraction-based approach, while the
second is a weakly domain-dependent lan-
guage generation-based approach. We evalu-
ate these approaches in a user study and find
that they quantitatively perform equally well.
Qualitatively, we find that they perform well
for different but complementary reasons. We
conclude that an effective method for summa-
rizing evaluative arguments must effectively
synthesize the two approaches.

1 Introduction

Many organizations are faced with the challenge of
summarizing large corpora of text data. One impor-
tant application is evaluative text, i.e. any document
expressing an evaluation of an entity as either pos-
itive or negative. For example, many websites col-
lect large quantities of online customer reviews of con-
sumer electronics. Summaries of this literature could
be of great strategic value to product designers, plan-
ners and manufacturers. Beyond customer reviews,
there are other equally important commercial applica-
tions, such as the summarization of travel logs, and
non-commercial applications, such as the summariza-
tion of candidate reviews.

Most previous work on multi-document summariza-
tion however has been focusing on factual text (e.g.,
news () Newsblaster, biographies (?)). With the excep-
tion of (cite related work) little attention has been paid
to multi-document summarization of evaluative text.
The general problem we consider in this paper is how
to effectively summarize a large corpora of evaluative
text abouta single entity (e.g., a product). We based our
study on the following analysis of the similarities and
differences between multi-document summarization of
evaluative vs. factual text.

Generally speaking, factual documents tend to be
written in the third person and contain a consistent set

of facts. The goal of a summarizer is to select the most
important facts and present them in a sensible ordering
by avoiding repetition. Previous work has shown that
this can be effectively achieved by carefully extracting
and ordering the most informative sentences from the
original documents in a domain-independent way. No-
tice however that when the source documents are as-
sumed to contain inconsistent information (e.g., con-
flicting reports of a natural disaster [RIPTIDES]), a dif-
ferent approach is needed. The summarizer needs first
to extract the information from the documents, then
process such information to identify overlaps and in-
consistencies between the different sources and finally
produce a summary that point out and explain those in-
consistencies. In RIPTIDES, the summary is produced
by combining language generated from the extracted
information with sentences extracted from the source
reports.

A corpus of evaluative text typically contains a large
number of possibly inconsistent facts, as opinions on
the same entity feature may be uniform or varied. Thus,
summarizing a corpus of evaluative text is much more
similar to summarizing conflicting reports than a con-
sistent set of factual documents.

Based on this observation, we argue that any strategy
to effectively summarize evaluative text about a single
entity should rely on a preliminary phase of informa-
tion extraction from the target corpus as it is the case
for summarizing conflicting factual documents. In par-
ticular, the summarizer should at least know for each
document: what features of the entity were evaluated,
the polarity of the evaluations and their strengths.

In this paper, we explore this hypothesis by con-
sidering two alternative approaches. First, we devel-
oped a sentence-extraction based summarizer that uses
the information extracted from the corpus to select
and rank sentences from the corpus. We implemented
this system, called MEAD¥*, by adapting MEAD [ref],
an open-source framework for multi-document sum-
marization. Second, we developed a summarizer that
produces summaries primarily by generating language
from the information extracted from the corpus. We
implemented this system, called the Summarizer of



Evaluative Arguments), by adapting the Generator of
Evaluative Arguments (GEA) [ref] a framework for
generating user tailored evaluative arguments.

We have performed an empirical evaluation of
MEAD* and SEA in a user study. In this evaluation,
we also tested the effectiveness of human generated
summaries (HGS) as a topline and of summaries gen-
erated by MEAD without access to the extracted in-
formation as a baseline. The results indicate that SEA
and MEAD* quantitatively perform equally well above
MEAD and below HGS. Qualitatively, we find that
they perform well for different but complementary rea-
sons. While SEA appears to provide a more coherent
overview of the source text, MEAD* seems to provide
a more varied language and detail about customer opin-
ions.

In the reminder of the paper, we first summarize our
framework for information extraction from evaluative
text. Then, we present MEAD* and SEA. After that,
we describe our user study and discuss the results. We
conclude with a discussion of related work.

2 Extraction of I nformation from
Evaluative Text

2.1 FeatureExtraction

Knowledge extraction from evaluative text about a sin-
gle entity is typically decomposed into three distinct
phases: the determination of features of the entity eval-
uated in the text, the strength of each evaluation, and
the polarity of each evaluation. For instance, the in-
formation extracted from the sentence *““The menus are
very easy to navigate but the user preference dialog
is somewhat difficult to locate”” should be that the
“menus” and the “user preference dialog” features are
evaluated, and that the “menus” receive a very positive
evaluation while the “user preference dialog” is evalu-
ated rather negatively.

For these tasks, we adopt the approach described in
detail in (?). This approach relies on the work of (?) for
the tasks of strength and polarity determination. For the
task of feature extraction, it enhances earlier work (?)
by mapping the extracted features into a user-defined
hierarchy of features which describes the entity of in-
terest. Carenini et al. (?) show that the resulting map-
ping reduces redundancy and provides conceptual or-
ganization of the crude features. In this paper, we use
this organization to generate a textual summary of the
extracted knowledge in SEA.

Before, continuing, we shall describe the terminol-
ogy we use when discussing the extracted knowledge.
For a corpus of reviews, there is a set of extracted crude
features

CF = {cf;} j = 1.n

For example, crude features for a digital camera
might include “picture quality”, “viewfinder”, and
“lens”. Each sentence sy, in the corpus contains a set of

Figure 1: Partial view of U D F' taxonomies for a digital
camera.

Camera Image
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Digital Zoom TIFF
Optica Zoom JPEG
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. Aspect Ratio
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evaluations called eval(sy). Each evaluation contains
both a polarity and a strength represented as an integer
intherange [—3, -2, —1,+1, +2, +3] where +3 is the
most positive possible evaluation and —3 is the most
negative possible evaluation.

There is also a hierarchical set of user-defined fea-
tures

UDF = {udf;} i = 1..m

See Figure 1 for a sample UDF'. The process of hi-
erarchically organizing the extracted produces a map-
ping from C'F to UDF features. We call the set of
crude features mapped to the user-defined feature udf;
map(udf;). For example, the crude features “unre-
sponsiveness”, “delay”, and “lag time” would all be
mapped to the user-defined feature “delay between
shots”.

For each cf;, there is a set of polarity and strength
evaluations ps(cf;) corresponding to each evaluation
of cf; in the corpus. We call the set of polarity/strength
evaluations directly associated with udf;

rs;i=
cfjemap(udfy)

3 MEAD*: A Sentence Extraction-based
Summarization Approach

ps(cfy)

Most modern summarization systems use sentences ex-
tracted from the source text as the basis for summa-
rization (). Some systems perform some manipulation
of the extracted sentences, for example, anaphora res-
olution (()) or sentence compression (()), while oth-
ers leave the extracted sentences entirely intact ((),
()). Extraction-based approaches have the advantage
of avoiding the difficult task of natural language gener-
ation, thus maintaining domain-independence because
the system need not be aware of specialized vocabulary
for its target domain.

An extraction-based summarizer must perform two
key tasks: it must (i) choose informative sentences and
(ii) create a linguistically coherent summary from those



sentences. In practice, most of the effort directed is to-
wards the former. Not only is this task the easier of the
two, it is also more important for creating informative
summaries. While linguistic coherence is important, it
is not necessarily essential in all summarization tasks
(XXX is this true? citations?).

Because of the widespread and well-developed use
of sentence extractors in the summarization commu-
nity, we chose to develop our own sentence extrac-
tor as a first attempt at summarizing evaluative argu-
ments. Because we wanted to make use of the task-
specific information extraction described in Section 2,
we did not directly use an existing system. Rather,
we adapted MEAD (), an open-source framework for
multi-document summarization, to suit our purposes.
We refer to our adapted version of MEAD as MEAD*.

The MEAD framework decomposes sentence extrac-
tion into three steps

1. Feature Calculation: Some numerical feature(s)
are calculated for each sentence. Several indepen-
dent features may be calculated for each sentence,
for example, a score based on document position
and a score based on the TF*IDF of a sentence.

2. Classification: The features calculated during
Feature Calculation are combined into a single nu-
merical score for each sentence.

3. Reranking: The numerical score for each sentence
is adjusted relative to other sentences. This al-
lows the system to avoid redundancy in the final
set of sentences by lowering the score of sentences
which are similar to already selected sentences.

In addition to providing a framework for accom-
plishing each task, MEAD also provides several com-
mon algorithms for each step. It provides support for
one of the most common sentence-level feature calcu-
lations in the summarization literature, namely the sim-
ilarity of each sentence to the ‘document centroid’ (cf.
0, 0, 0)- By default, MEAD also calculates features
for each sentence based on document position and sen-
tence length. For classification, the default algorithm
used by MEAD is to use a weighted linear combination
of the individual feature scores. The default rerank-
ing is to zero out the scores of sentences which exceed
a user-defined threshold of similarity with already se-
lected sentences as calculated by the cosine measure of
vector similarity (()).

We found from early experimentation that the most
informative sentences could be accurately determined
by examining the extracted C'F's. Thus, we created
our own sentence-level feature based on the number,
strength, and polarity of C'F's extracted for each sen-
tence.

CF_sum(sy) = Z |psi]

psie eval(sy)

During system development, we found this measure
to be effective because it was sensitive to the number
of C'F's mentioned in a given sentence as well as to
the strength of the evaluation for each CF. However,
many sentences may have the same C' F'_sum score (es-
pecially sentences which contain an evaluation for only
one C'F). In such cases, we used the centroid feature
as a ‘tie-breaker’. We accomplished this by calculat-
ing both the centroid score as implemented by MEAD
3.07* and our own C'F_sum score at the feature cal-
culation stage. We then weighted the C'F'_sum score
three times that of the centroid score at the classifi-
cation stage. Since the centroid scores computed by
MEAD are normalized between 0 and 1, any change
in CF_sum would outweigh changes in the centroid
score.

At the reranking stage, we adopted a different algo-
rithm than the default in MEAD*. We placed each sen-
tence which contained an evaluation of a given C'F' into
a ‘bucket’ for that C' F'. Because a sentence could con-
tain more than one C'F', a sentence could be placed in
multiple buckets. We then selected the top-ranked sen-
tence from each bucket, starting with the bucket con-
taining the most sentences (largest [ps(cf;)|), never se-
lecting the same sentence twice. Once one sentence
had been selected from each bucket, the process was
repeated?. This selection algorithm accomplishes two
important tasks: firstly, it avoids redundancy by only
selecting one sentence to represent each CF (unless
all other C'F's have already been represented), and sec-
ondly, it gives priority to C'F's which are mentioned
more frequently in the text.

An alert reader might wonder why we did not use the
UDF during sentence selection. We did this because
we wanted MEAD* to be entirely domain independent.
Using the U D F" would inject user-defined domain spe-
cific knowledge into the summarizer.

4 SEA: Natural Language
Gener ated-based Summarization
Approach

The extraction-based approach described in the pre-
vious section has several disadvantages. We already
discussed problems with the linguistic coherence of
the summary, but more specific problems arise in our
particular task of summarizing customer evaluations.
Firstly, sentence extraction does not give the reader any
explicit information about of the distribution of evalua-
tions, for example, how many users mentioned a given
feature and whether user opinions were uniform or var-
ied. It also does not give an aggregate view of user
evaluations because it only presents one evaluation for

1The centroid calculation requires an |DF database. We
constructed an | DF database from several corpora of reviews.
We used used a stop word list provided by ().

2|n practice the process would only be repeated in sum-
maries long enough to contain sentences for each C'F', which
isvery rare.



each C'F. It may be that a very positive evaluation for
one C'F was selected for extraction, even though most
evaluations were only somewhat positive (or very neg-
ative).

We thus also developed a system presents such infor-
mation in generated natural language. This system cal-
culates several important characteristics of the source
text by aggregating the information extracted from Sec-
tion 2. These characteristics are described in Section
4.1. The presentation of these characteristics in natural
language is described in Section ??.

4.1 Aggregation of Extracted Information

A good summary of evaluative text should communi-
cate three key aspects of the source text to the user: (i)
which features of the evaluated entity were most ‘im-
portant’ to the users (ii) some aggregate of the user
opinions for important features (iii) the reasons be-
hind each user opinion. We discuss the determination
of (i) in Section 4.1.1 and (ii) in Section 4.1.2. Our
generation-based system currently relies on links to the
source text for communicating (iii); this is further dis-
cussed in Section 4.3.

4.1.1 Feature Selection

Without any prior knowledge of the reader of the
summary or the entity evaluated by the evaluative text,
we must rely on the statistics of the extracted features
to determine which features are the most important. We
thus approach the task of selecting the most ‘important’
features by defining a ‘measure of importance’ for each
feature of the evaluated entity. Unlike our extraction-
based system, which operated on a sentence level and
thus utilized the C'F's in each sentence, our generation-
based system can exploit the users knowledge of the
entity in the form of the UDF' to operate on a con-
ceptual level. We define the “direct importance’ of a
feature inthe UDF as

dir_moi(udf;) =

> psil?

psxePS;

where by ‘direct” we mean the importance derived only
from that feature and not from its children. The basic
premise of this metric is that a feature’s importance is
proportional to the number of evaluations of that fea-
ture in the corpus. However, it seems reasonable that
stronger evaluations should be given more weight in
the measure of importance than weaker ones. That is,
a single evaluation of a feature with a polarity/strength
of +3 should contribute more to the importance of a
feature than an evaluation of +1 or +2. The sum
of squares used for dir_moi(udf;) accomplishes both
of these goals because it is increased by the number
of evaluations, but weighted heavily towards stronger
evaluations.

This “direct’ measure of importance, however, is in-
complete, as each non-leaf node in the UDF effec-
tively serves a dual purpose. It is both a feature upon

which a user might comment and a category for group-
ing its sub-features. Thus, a non-leaf node should be
important if either its children are important or the node
itself is important (or both). To this end, we have de-
fined the total measure of importance moi(udf;) as

dir_moi(udf;)
[ dir_moi(udf;) +
(=) Y udfycch(uar,) moi(udfy)] otherwise

ch(udf;) = 0

where ch(udf;) refers to the children of udf; in the
hierarchy and « is some real parameter in the range
[0.5,1]. In this measure, the importance of a node is
a combination of its direct importance and of the im-
portance of its children. The parameter o may be ad-
justed to vary the relative weight of the parent and chil-
dren. Setting o = 0.5 would weight a node equally
with its children, while o = 1.0 would ignore the im-
portance of the children. We used o = 0.9 for our
experiments. This setting resulted in more informative
summaries during system development.

In order to perform feature selection using this met-
ric, we must also define a selection procedure. The
most obvious is a simple greedy selection — sort the
nodes in the U DF' by the measure of importance and
select the most important node until a desired number
of features is included. However, because a node de-
rives part of its ‘importance’ from its children, it is pos-
sible for a node’s importance to be dominated by one
or more of its children. Including both the child and
parent node would be redundant because most of the
information is contained in the child. We thus choose a
dynamic greedy selection algorithm in which we recal-
culate the importance of each node after each round of
selection, with all previously selected nodes removed
from the tree. In this way, if a node that dominates
its parent’s importance is selected, its parent’s impor-
tance will be reduced during later rounds of selection.
This approach mimics the behaviour of several sen-
tence extraction-based summarizers (e.g. (?; ?)) which
define a metric for sentence importance and then greed-
ily select the sentence which minimizes similarity with
already selected sentences and maximizes informative-
ness.

4.1.2 Opinion Aggregation

We approach the task of aggregating opinions from
the source text in a similar fashion to our measure
of importance. We calculate an ‘orientation’ for each
UDF by aggregating the polarity/strength evaluations
of all related C'F's into a single value. We define the
‘direct orientation’ of a UDF as the average of the
strength/polarity evaluations of all related C'F's

dir_ort(udf;) = avg psk

psrpePS;

As with our measure of importance, we must also
include the orientation of a feature’s children in its ori-



entation. Because a feature in the U DF' conceptually
groups its children, the orientation of a feature should
include some information about the orientation of its
children. We thus define the total orientation ort(udf;)
as

dir_ort(udf;)
[a dir_ort(udf;) +
(1 — @) avgygp, ccn(uar,) ort(udfy)] otherwise

This metric produces a real number between —3 and
+3 which serves as an aggregate of user opinions for
a feature. The overall orientation of user opinions is
deemed to be positive (+) if this number is positive and
negative (-) if this number is negative. We use the same
value of « as in moi(udf;).

4.1.3 Opinion Distribution

Communicating user opinions to the reader is not
simply a matter of classifying each feature as being
evaluated negatively or positively — the reader may also
want to know if all users evaluated a feature in similar
way or if evaluations were varied. We thus also need a
method of determining the modality of the distribution
of user opinions. For this purpose, we aggregate the po-
larity/strength evaluations for each UDF in a slightly
different way. We tally all positive polarity/strength
evaluations (or negative if ort(udf;) is negative) for a
node and its children. Each evaluation is weighted ac-
cording to its strength (i.e. a +2 evaluation counts as
two ‘votes’). We then determine the total ‘vote’ count
as the sum of the absolute values of all evaluations for
a node and its children. If the fraction of positive votes
for a feature is lies within a certain threshold of 0.5
(i.e. a perfect split between negative and positive eval-
uations), then we classify the feature as ‘bimodal’, that
is, we claim that the distribution of evaluations is var-
ied enough that the variance should be reported to the
reader. In this case, overall orientation of user opin-
ions on that feature is deemed to be divided (+/-). Oth-
erwise, the feature is classified as ‘unimodal’, i.e. we
need only to communicate one aggregate opinion to the
reader.

4.2 Adapting the Generator of Evaluative
Arguments (GEA)

Having defined metrics for importance, orientation,
and modality of user opinions, we may now proceed
to the task of communicating these characteristics to
reader. The automatic generation of a natural language
summary involves the following additional tasks (?):
(i) structuring the content by ordering and grouping
the selected content elements as well as by specify-
ing discourse relations (e.g., supporting vs. 0ppos-
ing evidence) between the resulting groups; (ii) mi-
croplanning, which involves lexical selection and sen-
tence planning; and (iii) sentence realization, which

ch(udf;) = 0

produces English text from the output of the microplan-
ner. For all these tasks, we have adapted the Generator
of Evaluative Arguments (GEA) (?), a framework for
generating user tailored evaluative arguments.

4.2.1 Content Structuring

GEA tailors evaluative arguments about a given en-
tity to a quantitative model of the user preferences that
is very similar to the UDF, as it is also describes the
entity as a hierarchy of features. Our adaptation relies
on this key similarity. In essence, GEA organizes and
realizes the selected content as text by applying a strat-
egy based on argumentation theory (?) that considers
the strength and polarity of the user evaluation of each
feature represented in the user model. Our summarizer
applies the same strategy to organize and realize the se-
lected content. However, instead of using the strength
and polarity of a user evaluation of each feature, it uses
the number of evaluations and an aggregate of the cus-
tomers opinions about each feature respectively. This
aggregate is a function similar in form to the measure
of importance used for content selection.

4.2.2 Microplanning and Realization
Giuseppe: I’ll do this in a few paragraphs.

4.3 Sample Sentences

Because the information extraction portion of our sys-
tem identifies features at the sentence level, we can
maintain a mapping for each feature in the U D F' back
to all sentences which evaluated it. This enables us
to link evaluations of features in the summary to rele-
vant data from the source text. Because we want our
summary to convey the reasons for user evaluations
to the reader, this mapping is important. We thus de-
cided to provide ‘sample sentences’ for each evalua-
tion in the summary. These sentences serve the dual
purpose of confirming the evaluations presented in the
summary and presenting the reader with additional in-
formation about user evaluations. Sample sentences are
selected using techniques similar to the ones developed
for MEAD*.

5 Evaluation

We evaluated our two summarizers by performing a
user study in which users evaluated both systems.
Some participants in this study also evaluated human-
written summaries as a topline and summaries gener-
ated by MEAD as a baseline. Baseline MEAD sum-
maries were generated with all options set to default.

5.1 The Experiment

Twenty-one undergraduate students recruited via an
online user experiment system participated in our ex-
periment. Each participant was given a set of 20 cus-
tomer reviews randomly selected from a corpus of re-
views. Half of the participants received reviews from
a corpus of 46 reviews of the Canon G3 digital camera



and half received them from a corpus of 101 reviews
of the Apex 2600 Progressive Scan DVD player, both
obtained from Hu and Liu (?). The reviews from these
corpora which serve as input to our system have been
manually annotated with crude features, strength, and
polarity. We used a ‘gold standard” for crude feature,
strength, and polarity extraction because we wanted our
experiments to focus on our summary and not be con-
founded by errors in the knowledge extraction phase.

The participant was told to pretend that they work
for the manufacturer of the product (either Canon or
Apex). They were told that they would have to provide
a 100 word summary of the reviews to the quality as-
surance department. The purpose of these instructions
was to prime the user to the task of looking for informa-
tion worthy of summarization. They were then given 20
minutes to explore the set of reviews. The participant
could access the reviews through a hypertext interface
in which any review could be accessed by clicking on
its title. During this time, the participant was allowed to
take notes on paper or in a text editor on the computer.

After 20 minutes, the participant was asked to
stop. The participant was then given a set of instruc-
tions which explained that the company was testing a
computer-based system for automatically generating a
summary of the reviews s/he has been reading. S/he
was then shown the summary of the 20 reviews gen-
erated either by MEAD, MEAD*, SEA, or written by
a human. The summaries were displayed in a web
browser. The upper portion of the browser contained
the text of the summary with ‘footnotes’ linking to
sample sentences for each evaluation. Clicking on one
of the footnotes caused a sample sentence to be shown
in the bottom of the screen. Sample sentences were
shown along with the entire review from which they
were extracted. The sample sentence itself was high-
lighted. Once finished, the participant was asked to fill
out a questionnaire assessing the summary along sev-
eral dimensions related to its effectiveness. The partic-
ipant could still access the summary while s/he worked
on the questionnaire.

Our questionnaire consisted of nine questions, the
exact working of which may be found in Appendix A.
The first five questions were the SEE lingustic well-
formedness questions used at the 2005 Document Un-
derstanding Conference (?). The next three questions
were designed to assess the content of the summary.
We based our questions on the Responsive evaluation
at DUC 2005; however, we were interested in a more
specific evaluation of the content that one overall rank.
As such, we split the content into three separate ques-
tions. The final question in the questionnaire asked the
participant to rank the overall quality of the summary
holistically.

5.2 Quantitative Results

The quantitative results are summarized in Table 5.2.
One participant responded to Questions 1 and 2 with

free text comments which did not match his numerical
answer. In each case, “Agree” was swapped for “Dis-
agree” and vice versa.

At first glance, it appears from the results that
MEAD* and SEA performed at a roughly an equal
level, while the baseline summaries performed signifi-
cantly lower and the human summaries performed sig-
nificantly higher. Indeed, this is about the only statis-
tically significant effect we can extract from our study
(ANOVA analysis with Bonferroni adjusted t-test all pj
772?). XXX Raymond do better stats analysis.

This calculation was performed on the macro-
average of all numerical scores for each summary type.
We also wanted to investigate any possible differences
in linguistic well-formedness (questions 1-5) and sum-
mary content (questions 6-8). We performed a two-way
ANOVA test with summary type as rows and the ques-
tion sets as columns. We found no significant main ef-
fects or interaction effects

Since we used the same linguistic quality questions
in our experiment as those used at the DUC 2005
() automatic summarization conference, we can also
roughly compare our summarizers to the state of the art
in multi-document summarization. In Table ??, we see
that in terms of overall linguistic quality, our summa-
rizers perform on par with the median linguistic quality
of summarizers at DUC.

Another popular metric for summary evaluation is
the ROUGE metric (). This is an automatic evalua-
tion system which compares test summaries to refer-
ence summaries. We also evaluated both MEAD*- and
SEA-based summaries with ROUGE, using our human
summaries as reference summaries. However, the re-
sults are inconclusive: MEAD™* outscores SEA on the
ROUGE-1 metric (unigram matching), while SEA out-
socres MEAD* on ROUGE-2 (bigram matching) and,
all scores for MEAD* are well within the 95% confi-
dence interval for the corresponding SEA scores.

5.3 Qualitative Results

MEAD*: The most interesting aspect of the comments
made by participants who evaluated MEAD*-based
summaries was that they rarely criticized the summary
for being nothing more than a set of extracted sen-
tences. In fact, some users seemed to see structure in
the summaries which where not intentionally present.
For example, one user claimed that the summary had a
“simple sentence first, then ideas are fleshed out, and
ends with a fun impact statement” and also liked the
“fun quotes like ‘two thumbs up!” ”. Other users, while
noticing that the summary was solely quotation, still
felt the summary was adequate (“Shouldn’t just copy
consumers . . . However, it summarized various as-
pects of the cuonsmer’s opinions . . . ).

Otherwise, most comments about the summarizer
centered either on its structure or on its content. Re-
garding the structure, participants complained that the
summary had no logical structure, jumped awkwardly



SEA MEAD* MEAD Human DUC
Question Avg. Dev. | Avg. Dev. | Avg. Dev. | Avg. Dev. | Med. Min. Max.
Grammaticality 343 113|271 076 | 314 0.90 | 429 076 | 3.86 260 4.34
Non-redundancy 314 157 | 386 090 | 357 098 | 443 113 | 444 396 474
Referential clarity 386 0.69 | 400 115| 3.00 1.15| 471 049 | 298 216 4.14
Focus 414 069 | 371 160 | 229 160 | 414 069 | 3.16 238 394
Structure and Coherence | 229 095 | 3.00 141 | 186 090 | 443 053 | 210 160 324
Linguistic Average 337 119 | 346 124 | 277 124 | 44 074 | 331 254 4.08
Recall 233 1.03 | 257 098 | 157 053 | 357 127 - - -
Precision 417 117 | 350 138 | 217 1.17| 3.86 1.07 - - -
Accuracy 400 082 | 357 113 | 257 14| 429 0.76 - - -
Content Average 35 126 | 3.21 12 21 112 3.9 104 - - -
Overall 314 0.69 | 314 121 | 214 121 | 443 0.79 - - -
Macro Average 339 073|334 051|248 065 | 424 034 - - -

Table 1: Quantative results of user responses to our questionnaire on a scale from 1 (Strongly Disagree) to 5
(Strongly Agree). See Appendix A for the exact wording of the questions.

between positive and negative evaluations, and that
the sentences did not “flow together”. There is little
that can be done about the structure of the MEAD*-
based summaries. The problems raised by participants
are largely problems intrinsic to extraction-based sum-
maries. While systems exist which attempt to create
more coherent summaries through [sentence compres-
sion, anaphoraresoultion, etc.] (), we do not think these
methods will work for our application. Generally, mul-
tidocument summarizers are targeted for factual infor-
mation (e.g. news report () Newsblaster). Factual infor-
mation tends to be written in the third person and con-
tain a (hopefully) consistent set of facts (maybe men-
tion RIPTIDES, which takes into account inconsistent
facts). Evaluative text, on the other hand, may or may
not be written in the first person and generally contains
varying perspectives on the same issue. Creating a log-
ically coherent summary by extracting sentences with
inconsistent facts and even deictic [right word?] point
of view is a very non-trivial task.

With regard to the content, participants claimed that
(i) there were conflicting evaluations of the same fea-
ture, (ii) features like the physical appearance should
be left out, while problems with customer service (in
the case of the DVD player) and praise of the excel-
lent price (in the case of the digital camera) should
have been included, (iii) the summary did not reflect
overall opinions (it included positive evaluations of the
DVD player even though most evaluatiosn were neg-
ative), and (iv) evaluations of some features were re-
peated. Since comments along the lines of (ii) were
common for both MEAD* and SEA summaries, we
discuss them below along with SEA. Of the remaining
comments, many an be addressed by modifications to
our system. In particular, one aspect with our sentence
selection procedure that led to many of the above prob-
lems is that we do not check which C'F evaluations are
‘tagging along’ with a given sentence. For example,
a sentence like “Great colors , pictures and white bal-

ance.” may be chosen because it evaluates the image
quality, but it also contains evaluations of the white bal-
ance and colours in the image. With this in mind, we
could address (i) by ensuring that the each evaluation
of a C'F in a candidate sentence matches the polarity
of all evaluations of the same C'F' already present in
the summary. We could address (iii) by only includ-
ing sentences whose C'F' evaluations having polarities
matching the majority polarity for each C'F. Finally,
(iv) could be avoided by not selecting sentences which
contain evaluations of C'F's already in the summary.
However, these solution could only go so far: it may
be that a *bucket’ for a given C'F' simply only contains
sentences whose C'F’ evaluations are conflicting, repet-
itive, or non-representative. In other words, it may be
that no subset of sentences from the corpus satisfy all
these constraints while still evaluating the most impor-
tant features.

SEA: Comments about the structure of the sum-
maries generated by SEA mentioned the “coherent
but robotic” feel of the summaries, the repetition of
“users/customers” and lack of pronoun use, the lack of
flow between sentences, and the repeated use of generic
terms such as “good”. These are largely issues of mi-
croplanning, or rather, lack thereof. The original GEA
system included not only pronomialization, but also
used the FUF/SURGE () system along with a set of
adjectives tailored to specific features (e.g. “The lo-
cation is convenient” vs. “The location is good”) to
enrich the linguistic content of the summary. Such
complex microplanning is a time-consuming process
which we did not carry out. Furthermore, providing
feature-specific lexicalizations creates a high degree
of domain-dependence in the summarizer, something
which we wish to avoid.

In terms of content, there were two main sets of com-
plaints. Firstly, participants wanted more “details” in
the summary, for instance, they wanted examples of
the “manual features” mentioned by SEA. Note that



this is one complaint absent from the MEAD* sum-
maries. That is, where the MEAD*-based summaries
lack structure but contain detail, SEA summaries pro-
vide a general, structured overview while lacking in
specifics. As further proof of this conclusion, in a sep-
arate user study (cite ??? what about blind review), we
evaluated an interactive multimedia summarizer which
combined textual summaries generated by SEA with
a visual method for exploring the data in the original
corpus. In this study, the textual summaries (evaluated
with a question similar to our Overall question) scored
higher (average of 3.71 versus 3.14) than in the present
study. Additionally one participant explicitly stated the
generic nature of the SEA summary: “l can get a gen-
eral idea from the text and detailed information from
the graphics.” We thus believe that a better summarizer
can be created by combining the strengths of sentence
extraction and our generated-based approach. Not only
would this provide more detail, it would also provide
more domain-specific vocabulary in the summary, thus
addression the microplanning problems mentioned in
the previous paragraph. We discuss this further along
with our future work.

The other set of complaints related to the problem al-
ready mentioned in the discussion of MEAD*, namely,
that customers disagreed with the choice of features in
the summary. We note first that this was the one area in
which even human summaries do not score very well
— human summaries averaged only 3.57 on Recall and
3.86 on Precision, i.e. below the level of ‘Agree’. As
such, we cannot expect the summary to perform flaw-
lessly in this regard. The difficulty of content selec-
tion is best highlighted with the example of the “phys-
ical appearance” of the digital camera in some of the
MEAD* and SEA summaries. One reason participants
may have disagreed with the summarizer’s decision to
include the physical appearance in the summary may
have been that some evaluations of the physical ap-
pearance were quite subtle. For example, the sentence
“This camera has a design flaw” was annotated in our
corpus as evaluating the physical appearance, although
not all readers would agree with that annotation. A hu-
man may disregard this evaluation as unimportant, but
our summarizer has no way of distinguishing it from
other evaluations of the physical appearance (except by
strength). It is also worth noting that in one case, a
participant judged the physical appearance to be unim-
portant based on an incorrect assertion about the set
of reviews. He stated that “I wouldn’t have mentioned
the physical appearance because that came up in only
one review”, although the appearance was in fact men-
tioned in two separate reviews. Interestingly, the same
participant also wanted information about the size of
the memory cards of the digital camera included in the
summary, even though such comments were present in
only three reviews. It is probable that the preference for
not including evaluations of the physical appearance
is not solely objective: participants may intrinsically

assign less importance to physical appearance than to
other features, something which our summarizer does
not yet attempt to model. We also discuss this further
in our future work.

However, both SEA and MEAD* summaries still
scored substantially lower than human summaries, and
so there is clearly room for improvement. For exam-
ple, one common complaint about summaries of the
DVD player reviews was that discussion of Apex’s ter-
rible customer service was not discussed. Interestingly,
the customer service feature was omitted from both
SEA and MEAD* summaries, but for entirely differ-
ent reasons. In the case of SEA, the omission was due
to a faulty UDF. The UDF's were not designed for
the purposes of summarization [ XXX Giuseppe: note
about where they’re from], and as such, features such
as “price” and “customer service”, though present in
the set of C'F's, were not present in the UDF. In our
final system, we envision a process in which the user
creates and refines the U DF' and associated mapping
to his/her own needs. Thus, the above errors could be
fixed by users of the system.

In the case of MEAD*, no sentence about the cus-
tomer service was extracted simply because other C'F
‘buckets’ were larger. Interestingly, in the case of
one particular set of 20 reviews, we determined that
MEAD* would have included a sentence about the cus-
tomer service as the 6th sentence, but the summary was
cut off at 5 due to length constrictions. The 5 sentences
that were included pertained to the C'F's “player”,
“play”, “DVD”, “format”, “DVD player”. These CF's
are clearly quite redundant. Had we applied the same
domain knowledge from the U DF present in SEA, this
redundancy could have been eliminated, and a sentence
about the customer service would have been included.

6 Redated work

Opinion extraction from evaluative text has received a
good deal of attention recently (cite OPINE, others).
However, we have only been able to find two systems in
the literature which purport to summarize the extracted
opinions. Hu and Liu (2005) summarize their extracted
features by displaying each feature along with a two
counts: the number of sentences evaluating the feature
positively, and the number of sentences evaluating the
feature negatively. In each case, the user may also view
all sentences which evaluative a feature positively or
negatively. They display the features in order of longest
(in terms of word count) first; sentences are displayed
in no particular order. This summarization approach
has several weaknesses with respect to our system:.
Firstly, it displays all the extracted information with-
out selecting (or ordering) features by any measure of
importance. Secondly, it does not group the evaluated
features in any way. For example, it may be that evalu-
ations for “lens cap” and “lens” are displayed very far
from each other in the summary. This makes it difficult
for the user to discern groupings in the evaluations. Be-



cause SEA groups features using the UDF', our gen-
erated summaries do not have this problem. Finally,
this approach does not attempt to communicate any re-
lationship among the features. The user must ascertain
for herself which evaluations are general (e.g. “image”™)
and which are more specific (e.g. “resolution”),and fur-
thermore, how general evaluations related to specific
ones (e.g. “users liked the images even though they
disliked the resolution™).

A second system which attempts to summarize eval-
uative text (cite Manning) attempts to extract a single
‘sentiment sentence’ for a single movie review. They
treat the problem as a sentence classification problem.
To solve the problem, they use naive Bayesian classifier
trained on a set of movie reviews which associated sen-
timent sentences taken from Rottentomatoes.com This
task differs from ours in that (i) our system summarizes
multiple documents as opposed to a single review; (ii)
our system selects more than one sentence for each re-
view. In terms of implementation, their system is a su-
pervised machine-learning system. In contrast, our sys-
tem is entirely unsupervised and only mildly domain-
dependent because of the entity-specific lexicalizations
XXX mention earlier and UDF'.

Additionally, we have found no other work com-
paring sentence extraction- and generation-based ap-
proaches. In fact, very few summarization systems
perform natural language generation. One notable ex-
ception is RIPTIDES (cite) — a system designed for a
task which is somewhat similar to ours. RIPTIDES is
designed for summarizing multiple (possibly conflict-
ing) reports on disasters such earthquakes and terror-
ist attacks. It extracts information via semi-supervised
pattern matching. The information is then fitted into
‘slots” of a domain-specific schema for each event.
The sytem produces a summary consisting of sentences
generated by filling in sentence templates with infor-
mation from the event schema, as well as sentences
extracted from the source reports. The event schema
performs a similar task to the U D F' in our system, and
RIPTIDES’s approach to reporting conflicting reports
on factual information may also be applicable to re-
porting on conflicting opinions. However, this system
is not directly applicable to our task of summarizaing
evaluative text because it does not possess the ability
to extract opinions from the text, only factual informa-
tion. Furthermore, the information extraction process
is supervised, making it more labour-intensive to adapt
this system to a given domain.

7 Conclusionsand Future Work

We have presented and compared a sentence
extraction- and language generation based ap-
proach to summarizing evaluative text. A formative
user study of our summarizers found that, quantita-
tively, they performed equally well relative to each
other, while significantly outperforming a baseline
standard approach to multidocument summarization.

Qualitatively, comments from participants in the user
study indicate that the summarizers have different
strengths and weaknesses. On the one hand, though
providing varied language and detail about customer
opinions, our extraction-based summaries lack a
coherent structure and fail to give and overview of the
opinions expressed in the evaluative text. On the other,
our language generation-based summarizies provide
a general, coherent overview of the source text, while
sounding ‘robotic’, repetitive, and vague.

These differences are, fortunately, quite complimen-
tary. We plan in the future to utilize the overall struc-
ture present in the generation-based summaries to pro-
vide structure to language extracted directly from the
source text. This approach would reduce the tendency
of the the summaries to sound vague and robotic. In
order to accomplish this, we will need to extend be-
yond whole sentence extraction and more intelligently
select isolated phrases from the source text. One re-
cent approach to feature extraction from evaluative text
(?) does exactly that. Furthermore, several multidoc-
ument summarizers perform sentence compression on
extracted sentences (). Such methods could also be
helpful in extracting detail succinctly directly from the
source text.

There are two other areas on which we plan to work
in the future. We believe that summaries could be made
even more useful by tailoring the data presented in the
summary to a preference model of the user, as was done
in GEA. Additionally, we hope to combine the evalua-
tive information present in customer reviews with fac-
tual information (e.g. product specifications) about the
entity of interest.

The other area in which we hope to work is auto-
matic induction of the UDF's from the CF's. There
has been significant work recently on automatically in-
ducing ontologies (e.g. cite ()). This would permit the
entire summarization process, from feature extraction
to summary output, to be entirely operated. While user
revision would still be essential to create useful sum-
maries, no human input would be required to ‘boot-
strap’ the system.

Appendix A: Questionnaire used in the the
Formative User Study

The questionnaire presented to the participants included the
following statements. Participants indicated their degree
of agreement on the standard 5 point Likert scale (one
of "Strongly Disagree’, "Disagree’, "Neutral”, "Agree’,
"Strongly Agre€” or "No Opinion”). The participant was pro-
vided with space for free text comments after each question.

1. The summary has no datelines, system-internal format-
ting, capitalization errors or obviously ungrammatical
sentences (e.g., fragments, missing components) that
make the text difficult to read. (Formatting)

2. There is no unnecessary repetition in the summary. Un-
necessary repetition might take the form of whole sen-
tences that are repeated, or repeated facts, or the re-
peated use of a noun or noun phrase (e.g., ”Bill Clin-



ton””) when a pronoun (’’he”) would suffice. (Non-
repetition)

. Itis easy to identify who or what the pronouns and noun
phrases in the summary are referring to. If a person or
other entity is mentioned, it is clear what their role in
the story is. So, a reference would be unclear if an en-
tity is referenced but its identity or relation to the story
remains unclear. (Referentia clarity)

. The summary has a focus; sentences only contain infor-
mation that is related to the rest of the summary. (Fo-
cus)

. The summary is well-structured and well-organized.
The summary is not just a heap of related information,
but builds from sentence to sentence to a coherent body
of information about the product reviews. (Structure
and Coherence)

. The summary contains all of the information you would
have included from the source text. (Recal)

. The summary contains no information you would NOT
have included from the source text. (Precision)

. All information expressed in the summary accurately re-
flects the information contained in the source text. (Ac-

curacy)

. Overall, the summary was an ideal summary of the
source text. (Overall)



