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Assignment 3

• Rendering

• Learning shape spaces

• Interpolating in shape spaces

• Work with your teammate only, don’t cheat!

• disciplinary measures will be reported 

on your transcripts

• your future applications may be 

rejected because of this
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Assignment 3: Convolution with cyclic padding, theory

Convolution

• instead of inserting zeroes, copy values from the 

opposing side of the image

zero padding

cyclic padding

??
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Cyclic padding, broken in early PyTorch versions

Old, broken versions:

• Setting padding equal to zero or one seems to 

have the same effect

• in both cases the output resolution is 

reduced, as without padding

• Experienced instability when using cyclic padding

• Only tested with 1D convolutions

• Use the newest version!
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Auto Encoder (AE)

General case

Simple non-linear case

Linear case
https://en.wikipedia.org/wiki/Autoencoder

A two-layer fully-connected 

neural network

Similar to PCA when using squared loss 

(W neither forms an ordered nor 

orthogonal basis) 

General reconstruction objective

• e.g., MSE loss

PCA objectiveLinear autoencoder objective

[From Principal Subspaces to Principal Components with Linear Autoencoders]
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Autoencoder variants

Bottleneck autoencoder:

• hidden dimension smaller than input dimension

• leads to compressed representations

• like dimensionality reduction with PCA

Sparse autoencoder:

• hidden dimension larger than input dimension

• hidden activation enforced to be sparse 

( = few activations non-zero)

Denoising autoencoder:

• corrupt the input values, e.g. by additive noise

Variational Auto Encoder (VAE)

• a probabilistic model

• ‘adding noise on the hidden variables’

• more in lecture 8!



Generative Adversarial Networks 
(GAN)
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What is a natural image?

• a collection of pixels

• natural textures

• local structure

• spatial consistency

• temporal consistency (video)

How can we model all that?

[Weiss et al., CVPR 2007]

The year I 

started my BSc
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GAN concept

Goal: Train a generator, G, that produces naturally looking images

Idea: Train a discriminator, D, that distinguishes between real and 

fake images. Use this generator to train G

https://www.kdnuggets.com/2017/01/generative-adversarial-

networks-hot-topic-machine-learning.html
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Dissecting GANs

Trying to hand-craft a GAN:

1. Start with a set of random images

2. Train a discriminator D to classify real/fake images

3. Select those fake examples that D is most unsure about

4. Train a generator G that creates more of

the good fakes from noise

5. Generate new fake images with G. Continue

with 2. until fakes are indistinguishable.
D

G

This is not how it works, just a mental image!

fake real

realfake
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GAN training examples

Training output, showing training iterations over time

https://www.youtube.com/watch?v=4kY8UlzZEkM
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GAN training examples

• Starts with noise

• Loss is not decreasing

• hard to interpret

• Generator and discriminator

learn together

• Hard to maintain balance!

[https://towardsdatascience.com/graduating-in-gans-going-from-understanding

-generative-adversarial-networks-to-running-your-own-39804c283399]
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GANs

A min max game (related to game theory)

• Effects: 

• learning a loss function

• learning the distribution of images

• the generator can generate samples from the distribution of natural images

D should be high for fake 

examples

(from perspective of G,

minimize 1-D)

D should be high/max

for real examples

(from perspective of D,

not influenced by G)

D should be low for fake 

examples

(from perspective of D,

maximize 1-D)

Take the average over dataset/minibatch

Random noise
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GAN training

[Goodfellow et al., Generative Adversarial Networks. 2014]

Chaotic GAN loss behavior 

(e.g., generator loss going up not down)

Green: outer loop on generator (gradient descent)

Orange: inner loop on discriminator (gradient ascent)
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DCGAN

Convolutional generator architecture
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PatchGAN

Patch-wise classification into real or fake (instead of globally)

[Li and Wandt, Precomputed Real-Time Texture Synthesis with

Markovian Generative Adversarial Networks]

A feature map of 

fake/real probabilities
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GAN derivation (self-study)

Theorem: GAN training minimizes the JS divergence between real and generated/fake distributions 

Proof: The GAN objective has the form
Expected value

Fixed Generator

Assuming known 

generator image 

distribution 𝑝𝑔
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Kullback–Leibler divergence and entropy (self-study)

Definition

• a distance between two distributions

Interpretation

• information gain achieved if Q is used instead of P

• relative entropy

• Entropy: 

• the expected number of extra bits required to 

code samples from P using a code optimized for 

Q rather than the code optimized for P
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GAN derivation cont. (self-study)

The optimal (extremum) of a function of form                                is

From the general form, it follows that the maximum is reached for the discriminator D*

We assumed that the generator, G, is fixed and we have a way to evaluate 𝑝𝑔 (generated image  distr.) 

• in practice, we can not estimate 𝑝𝑔 (opposed to a VAE)

• we can only sample from 𝑝𝑔 by sampling from 𝑝𝑧 and applying G

• but for the mathematical derivation we can make this assumption
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GAN derivation cont. (self-study)

Using the optimal value of D, we reach a form that is equal to the JS-divergence

[https://medium.com/@jonathan_hui/proof-gan-optimal-point-658116a236fb]

Jensen–Shannon divergence

with

Kullback–Leibler divergence (relative entropy)

• dissimilarity measure between distributions

• not symmetric, KL(p,q) != KL(q,p)

• Definition for continuous distributions

probability density of P and Q, the distribution of real and fake images 

https://medium.com/@jonathan_hui/proof-gan-optimal-point-658116a236fb
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From classical (JS) to Wasserstein GAN

Diverse measures exist to compare probability distributions (here generated and real image distribution)

[Arjovsky et al., Wasserstein GAN. 2017]

EM distance principle

JS is what the classical GAN optimizes
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GAN vs. WGAN

Wasserstein distance is even simpler!

GAN WGAN

the only difference is the log

(besides different notations)
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Style GAN results
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Style GAN internals

• Compute style description given noise (form of non-Gaussian noise)

• Apply style and add noise at all layers (of ProgGAN generator)
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Adaptive Instance Normalization (AdaIN)

Instance Normalization:

• like batch norm, but normalizing across the spatial 

dimensions (instead of elements in the batch)

Conditional Instance Normalization

• make the offset and scaling (gamma and beta)

dependent on a style s

• e.g., extracted with pre-trained network

Adaptive Instance Normalization

• normalize the mean and std of the target with the 

one of the source

[Huang and Belongie. Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization]



(Unpaired) Image translation
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Paired vs. unpaired image translation
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Image translation

First week of paper reading..

[Isola et al., Image-to-Image Translation with Conditional Adversarial Networks]
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Further image to image translation examples

[Deformation-aware Unpaired Image Translation for Pose Estimation on Laboratory Animals]

[Everybody dance now]
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Even more image to image translation examples

[Dense pose]
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Conditional Generative Adversarial Nets

GAN, but with additional input (here edge map) on top of the noise

• the noise will trigger properties that are hidden in the condition, here color

• both the generator and discriminator receive the condition as input

z

, z)
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Paired vs. unpaired



33CPSC 532R/533R - Visual AI - Helge Rhodin

Cycle GAN

Unpaired image translation

• a set of images for the source

(e.g., many paintings)

• a set of images for the target

(e.g., real photographs)

• no image-to-image spatial correspondence

• no image-to-image color correspondence

How can we learn a mapping?

• by limiting the capacity of the translator

• few parameters

• local operations (convolution)

• ensuring that the generated target images are realistic

• similar in distribution
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Cycle GAN principle

Construct an identity function by chaining two translation networks

• Jointly learn to

• map from X to Y and back to X

• map from Y to X and back to Y 
Canonical solutions?
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Training examples (face to ramen)

• example images of both 

classes in one batch

• map between domains

• one generator per class

• apply discriminator on all 

generated images

• one discriminator per class

x y’

(fake)

x’

(fake)

y x’

(fake)

y’

(fake)

𝐷𝑌 𝐷𝑌 𝐷𝑌𝐷𝑋 𝐷𝑋𝐷𝑋
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Cycle GAN issues

Warning:

• difficult to train

• requires similar objects in source and target

• e.g., zebra and horse

• works best on textures, not so well on shape changes

• good on zebra and horse

• bad to translate from mouse to elephant



37CPSC 532R/533R - Visual AI - Helge Rhodin

Further reading
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Style transfer

Idea: ‘turn NN training on its head’

• apply gradient descent

• with respect to the ‘input’ image 

(instead of NN weights)

• keep the neural network weights fixed

• find neural network features that

1. capture style (averaged spatially)

• correlation between features of a layer

2. capture content

• l2 difference between features of a layer

• set the objective function as the distance of ‘input’

• to style target (painting), in terms of style features

• to content target (photo), in terms of content features  

[Gatys et al., A Neural Algorithm of Artistic Style 2015]

Style influence grows with depth
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Style transfer results
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Progressive GAN (ProgGAN)

Concept:

• build a classical GAN setup

• generator G

• discriminator D 

• start low res (4x4)

• train for a bit, then add new layers

• optimize all layers

• new and old

Benefits:

• quick convergence

• scales to high resolution

• 1024 x 1024
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Progressive GAN example


