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1 Finishing up with Radial Basis Functions

1.1 The Basis Function Viewpoint

Recall from last time the general form of an RBF interpolant:
f@)=> " Xio(z — ;) + P(x)
i=1

Here P(x) is some low order polynomial (e.g. linear for thin-plate splines). While we derived the thin-
plate spline version from a notion of finding an optimally smooth interpolant, we can interpret it in
another way: it’s just a linear combination of a set of basis functions ¢;(z). If the polynomial term is just

linear, these would be:

n(x) = oz —p)

¢n+1 (:E) =1
¢n+2 (1:) = Jj(l)
¢n+k’+1 (33) = x(k)

The interpolation problem becomes a matter of picking out a function from the space spanned by these

basis functions, one that interpolates the data and perhaps satisfies a few extra constraints.
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This is a common viewpoint in modern scientific computing: solve a big problem (e.g. finding a
function which interpolates data) by reducing it to a small problem via restricting it to a carefully cho-
sen finite dimensional space (e.g. the space spanned by these basis functions). Once the basis has been
picked, the rest of the computation is automatic—or at least, reduced to a much simpler “kernel” prob-
lem of solving a linear system to figure out the coefficients of the linear combination. Compare this to the
“operational” viewpoint, where we take specific data points and a new position z, and try to come up

with an algorithm for estimating the value at .

1.2 The Linear System

Also recall from last time the system of linear equations we derived for the RBF interpolant, which if we

are using a linear polynomial term correspond to:

fla1) = Z)\z‘¢($1 —x;) + Apg1 + )\n+2$§1) N )\n+k+1$§k) -

=1

F@n) =Y XNid(@n — 2i) + Ang1 + Angazl) + -+ Azl = fo
=1
o =0
=1
S aal) = 0
=1

zn:/\zxgk) =0
i=1

The first n require f(z) to interpolate the data points, and the last £ + 1 provide extra conditions to close
the system. In the thin-plate spline case, the last equations are associated with keeping the function well-
behaved out at infinity, but more generally they can also be interpreted or derived from a notion of having
the polynomial term P(z) match the data as well as possible. We won’t dive into that in this course, but
before long you will have the tools to work this out for yourself; for the time being note that if the data
points actually did come from a low order polynomial (for example, if all the f;’s were equal to some
constant) then we would expect the interpolant to exactly match that polynomial and not involve the

radial functions at all, which is what these equations enforce.

So far we’ve waved our hands, saying we have the same number of unknown coefficients as equa-
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tions, and therefore we can hope to have a solution. However, you should remember from linear algebra
that this isn’t necessarily the case: for example, the linear system = +y = 0, z +y = 1 (two equations
in two unknowns) has no solution. Even if the RBF system does have a solution, we can ask if this is a
well-posed problem: if the data points were to change slightly, could our interpolant change a lot? If the

linear system were perturbed a little by round-off error, would the solution be perturbed a lot?

We'll not go through technical details here on whether or not the RBF interpolation question is
well-posed, though your first assignment will investigate this question. However, we will take a deeper
look at linear systems: how do you tell if a linear system of equations is well-posed? How do you solve it

if it is? What can you do if it isnt?

2 Linear Algebra Infrastructure

Before we can tackle the well-posedness of linear systems, we need some concepts to talk sensibly about

it. The first is to write the linear system with matrix-vector notation. The linear system above becomes:

Sz —x1) dler —w2) - dlar—a) 1 a) o P A1 fi
plaz —21) dloa—2) o Plaz—an) 1 ay) o ) A2 fa
¢(.’L‘n - xl) ¢("I}n - m?) U (b(xn - xn) 1 x%l) T x%k) /\n . fn
1 1 . 1 0 0 - 0 Anit
xgl) $g1) e ZL‘S) 0 Ant2
2 2 2P 0 0 - 0 Antht 0

Letting the matrix be A, the vector of unknown X coefficients be x (note: this is an abuse of notation, since
we’re using x for coordinates as well, but it’s more consistent with how people usually discuss linear

systems), and the known vector on the right-hand-side be b, the linear system can be written as:

Ax =b

2.1 Vectors

The way we wrote the linear system, Az = b, introduces one convention: vectors are by default thought
of as column vectors, i.e. vectors in R can be interpreted as matrices of dimension m x 1. The alternative
is row vectors, i.e. matrices of dimensions 1 x m, which is far less common and is generally explicitly

noted if needed.



With this convention, the dot product or inner product of two vectors—the sum of the pairwise
products of elements—can be written with a transpose and matrix multiplication:
T-yYy=xy

(Remember the transpose flips a matrix over, in this case taking the column vector x and producing the
row vector version 27.) Another useful construct is the outer product, which is what you get if you switch
the transpose:

:E®y:xyT

Note that the outer product is actually a matrix, and is well defined even if x and y have different lengths:
if x is m-dimensional and y is n-dimensional, z ® y is an m x n matrix with (4, j)'th entry equal to z;y;.
You can get the dot product of two vectors from the outer product by taking the trace, the sum of the
diagonal entries of a matrix:

zly = tr(zy")

A vector norm allows us to measure the magnitude of a vector. Recall from linear algebra that a

norm || - || must satisfy the following properties:

e |[z|| > 0 for all vectors z, and ||z|| = 0 if and only if x = 0
e |az| = |a|||z| for any vector x and scalar «

e ||z +y| <|z|l + |ly| for any vectors x and y, sometimes known as the triangle inequality

There are several widely used norms. The most important is the 2-norm, also called the Euclidean

norm or /2 norm, defined for an n-dimensional vector as:
_ 2 2
lalls = /22 + ... +22

Note the subscript 2 after the || indicating this is not just any norm, but the 2-norm. Equivalently this can

be written as

|z|le = Vz -2z = VaTlx
This is often the most convenient norm to deal with when looking at theoretical analysis of algorithms.

The max norm, also called sup norm, inf norm, co-norm, or [*® norm, is instead defined as the

maximum magnitude of any entry in the vector:

J#loc = a2



When talking about errors, the max norm is the one people usually want to know about: it gives the worst

case.

Finally, the 1-norm, also called [ I norm, occasionally is useful, defined as the sum of the absolute

values of the entries of the vector:

[zl = faa] + o] + ..+ [

(As an aside, the [!, [? and /> monikers do actually reflect these are drawn from a big family of ”
norms where p can be any real number from 1 to (and including) oo, with p essentially replacing the power

2 in the 2-norm. However, outside of p = 1, 2, oo these norms are rarely of any practical importance.)

You may remember from linear algebra that in finite dimensional spaces, any two norms are equiv-

alent: if || - || and || - ||; are norms, there must be positive finite constants ¢ and C' that satisfy

cllzllo < llzfla < Cllll

for every vector . Thus if one norm shows the error in a calculation is dropping to zero, it must be
dropping to zero in every other norm at essentially the same rate (up to constant factors). It’s not hard to
derive the equivalence constants for comparing these three norms; it might make a fun exercise if you're

bored one day.

Finally, with a vector norm in hand, we can define the notions of absolute error and relative error

from before: if = is a computed vector and Z is the exact vector, the absolute error is
2 — |

and the relative error, assuming 2 # 0, is
|2 — =

12l

Usually the relative error is the more important quantity, as before.

2.2 Matrices
We’ll focus for now just on bringing the notion of norm to matrices. There are two common ways to do
this, both tied to vector norms.

The first is to simply treat a matrix as a big vector that happens to be oddly laid out in a grid,

and then use any vector norm. Indeed, the set of all m x n matrices is an mn-dimensional vector space



equivalent to R™". The only really important example of this class of matrix norms is the Frobenius norm,

which is what you get with the 2-norm applied to the matrix-as-a-big-vector:

m n
2
ZZ%‘

i=1 j=1

1AllF =

This is equivalently defined as

|Allr = \/tr(AT 4) = \Jtr(AAT)
where tr again indicates the trace of a matrix, the sum of its diagonal entries. You might also remember

from linear algebra that the trace happens to be the sum of the eigenvalues.

The other main class of matrix norms are the induced norms, derived from a related vector norm

in the following way:

A
41 = maxe 1221
220 ||
or equivalently:
141l = max || Az

As is apparent in the first form, this is how much multiplication by A can possibly amplify the size of
a vector, measured in some chosen norm: how big ||Az| can get relative to ||z||. The three important
examples are, of course, the matrix 2-norm ||A||2, the matrix max norm ||A||~, and the matrix 1-norm
|All1. We won't derive this here, but these matrix norms can be expressed somewhat more explicitly. The
matrix 2-norm || A| 2 is the maximum eigenvalue of AT A (or equivalently AAT), which should set off some
alarm bells since eigenvalues aren’t the easiest thing in the world to compute. (Also you might think of
how this connects to the Frobenius norm, which is the sum of all eigenvalues of ATA.) The matrix max

norm and 1-norm are intimately related by these formulas:
n

[Alloo = max 21 Jazj]
J:

m
[Al: = max ) |ayl
j -
=1
The matrix max norm is the maximum 1-norm of any row, and the matrix 1-norm is the maximum 1-norm
of any column; || Ao = || AT};.

The chief great feature of the induced matrix norms is the bound they give on matrix-vector mul-
tiplication:
[Az|| < [|A]l]|]|

for any vector x (assuming the norm of the matrix is the induced norm from the norm of the vectors).



Another very useful property of all four matrix norms introduced here (including the Frobenius
norm, though not necessarily other matrix norms I haven’t mentioned) is how they interact with matrix

multiplication: | AB|| < ||A||||B|| for any two matrices A and B which can be multiplied together.

3 Well-Posed Linear Systems

Recall the definition of a well-posed problem: it has a solution, it’s unique, and it doesn’t change too
much if the data are perturbed slightly. You should recall from linear algebra that a linear system Az = b
has a unique solution if and only if A is nonsingular (equivalently: invertible, has nonzero determinant,
has no zero eigenvalues). However, you probably didn’t check on the last condition: how much can the

solution x change if the data are perturbed?

For the purposes of this course, we'll only look at perturbing b, not A as well, though that would
be a better model of what actually happens when A is stored and operated on in floating point arithmetic.

Including perturbations in A make the analysis a lot harder, but don’t appreciably change the results.

Assuming A is nonsingular, then the exact answer to the linear system is z = A~'b. If we perturb
the right hand side b to b + Ab, we get the following linear system instead, written with the perturbed
solution x + Aux:

A(x + Az) =b+ Ab

Subtracting off Az = b gives AAx = Ab, which implies Az = A~ Ab.

Using an induced matrix norm, this gives us a nice bound on the absolute error:

[ Az]] AT Ab|

1A= 1A

A

In other words, as long as || A~|| isn’t too large, we can be confident a small change in b won’t result in a

big change in the solution.

However, as before absolute error isn’t always very meaningful. The linear system Az = b has
exactly the same solution as the rescaled (107 A4)z = 107%, and in some fundamental sense really should

be treated as equivalent, yet the absolute error bound is a million times worse: ||(1076A4)~1|| = 106]| A1



Turning to relative error instead, we first also note that Az = b implies

Bl = Az
< JlAllllz]
|b
S el > |‘|A’||

We can now combine the absolute error estimate with this inequality to bound the relative error:

1Az]| - _ [lAT] ] Ab|
el = ell/lAl
|AD]

= (At ol

This bound is now invariant under rescaling the linear system, and thus more meaningfully captures the
idea of how well-posed a linear system is. The constant ||A|/||A~!|| has a special name, the condition
number of A denoted as k(A). Taking a limit, if A is singular then we define ||[A™!|| = oo and x(A) = o,
so the condition number fully captures the notion of whether or not a linear system is well-posed. A linear
system is well-posed if the condition number is not too large; we also say the matrix is well-conditioned.

A nonsingular matrix with a big condition number is said to be ill-conditioned.

Note that the condition number depends critically on which induced norm is used, though thanks
to the equivalence of norms it doesn’t usually matter exactly which is taken. If needed, a subscript can
make it clear: k2(A), Koo(A) or K1 (A).

The notion of condition number, which essentially quantifies how much a perturbation in the data
for a problem can be amplified into a perturbation in the solution, is more general and can be defined
for many problems. However, in this course we’ll always take it to refer to this specific case of a linear

system.



