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ABSTRACT
We present a deterministic scalable overlay network. In
contrast, most previous overlays use randomness or hash-
ing (pseudo-randomness) to achieve a uniform distribution
of data and routing traffic.

1. DETERMINISTIC SKIPNET
Many self-organizing peer-to-peer overlay networks have

been proposed as building blocks for distributed applica-
tions. For most of these overlays, such as Chord [4], their
primary purpose is to form a distributed hash table. Skip-
Net [2] is a new overlay based on Skip Lists that organizes
nodes and data primarily by their sorted string names, as
Skip Lists do, rather than by hashes of those names. Con-
sequently, SkipNet supports useful locality properties in ad-
dition to the usual distributed hash table functionality.

This paper describes Deterministic SkipNet, a variant of
SkipNet with absolute performance bounds. In contrast,
SkipNet is a randomized structure and thus, like most previ-
ous overlays, its performance bounds are probabilistic. The
only other deterministic scalable overlay design we know of
is presented in [1]. Our work herein builds on, but is not an
immediate consequence of, Deterministic Skip Lists [3].

In SkipNet, every node has two IDs: a string name ID
and a sequence of random digits called a numeric ID. Each
numeric ID digit is in [0, k−1], where k is a fixed parameter.
As shown in Figure 1, all nodes are connected at level 0 by a
“root ring” that is sorted by the nodes’ name IDs. Nodes are
also members of higher level rings in which the routing point-
ers skip over many nodes; these rings are also sorted by the
nodes’ name IDs. All nodes sharing a common numeric ID
prefix of length h are members of the same level h ring, which
is labeled with their common prefix. Nodes maintain rout-
ing pointers to their neighbours in each ring. In a SkipNet
with N nodes, the following bounds hold with high probabil-
ity: node insertion/departure requires O(logN) messages,
searches by name ID or numeric ID require O(logN) mes-
sages, and O(log N) routing pointers are stored per node.
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Figure 1: A SkipNet structure with k = 2.

Deterministic SkipNet nodes also have name IDs and nu-
meric IDs. However, whereas SkipNet’s numeric IDs are ran-
domly chosen and are immutable, Deterministic SkipNet’s
numeric IDs are deterministically chosen and adjusted dur-
ing node insertion/departure. Also, whereas SkipNet allows
k to be arbitrary, Deterministic SkipNet fixes k = 3.

To ensure the balance of the ring structure, we maintain
an invariant that any two adjacent nodes at height h are
between 2 and 5 hops apart at height h − 1. Thus, a ring
at height h has at most N/2h nodes, the maximum height
of any ring is O(logN), and O(logN) routing pointers are
stored per node. A simple argument shows that searches by
name ID require O(log N) messages.

The node insertion/departure algorithms must maintain
the stated invariant by examining the numeric IDs of neigh-
bouring nodes and performing any necessary rotations. At
each level, O(1) messages and at most two rotations are
required. Summing over all levels, O(log N) rotations are
required. A single rotation at level h consists of two nodes
swapping their numeric ID digits and pointers at levels h
and above, and requires O(log N) messages. In total, the
insertion/departure algorithms require O(log2 N) messages.
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