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Lecture 15
Prof. Nick Harvey University of British Columbia

1 Streaming Algorithms for the Distinct Elements Problem

In this lecture we consider another problem in the streaming model. Recall that the input is a sequence
(a1,a2,...,an) of indices with each a; € [n]. The frequency vector is f € Z", where

fi = {i:a;=7} = number of occurrences of j in the stream.

Define D = { a; : i =1,...,m } be the distinct elements that occur in the stream. Let d = |D|. The
goal of today is to estimate

d = |[{j: fj >0} = number of distinct elements in the stream.

This problem has a huge number of applications in networking, databases, computer systems, etc.

The number of distinct elements is sometimes called the “/p-norm” of the vector f because it happens
to equal limy\ o || f[|}. Tt is also sometimes denoted || f||,. However [|-|| is not an actual norm (it doesn’t
satisfy |afll, = a| fl|, for a > 0).

1.1 Idea #1: Random sampling

A natural idea for this problem is to do some sort of random sampling. Suppose we chose some small
random set U C [n], and keep track of the number of distinct elements in the stream that lie in U. This
might allow us to estimate d.

For example, that every element in [n] is added to U with probability p. Then the expected number of
elements in DNU is dp. If we have p = 1/d then this expectation is 1. So if [D N U| > 1 then we could
regard that as evidence that |D| > 1/p.

This idea can be made to work, but the details get a bit messy because the “right” probability p used
to generate U requires knowing d.

References: Indyk Lecture 3, Madry Lecture 16.

1.2 Idea #2: Making the distribution uniform

Let’s consider a different approach. Consider the set D as a subset of [n]. The elements of D need not
be nicely spread out — they may be bunched together, or make some other sort of unpleasant pattern
inside [n]. But suppose we hash the elements of [n] to the interval [0,1] (which is essentially the same
as hashing to long binary strings). Then the elements of D get hashed to d independent and uniformly
distributed values in [0, 1].

That seems like a nice distribution. Can we compute some of its properties in low space, and use those
to estimate d? One idea is that the minimum of the hash values should roughly equal 1/d.


http://en.wikipedia.org/wiki/Norm_(mathematics)#Hamming_distance_of_a_vector_from_zero
http://stellar.mit.edu/S/course/6/sp13/6.893/courseMaterial/topics/topic2/lectureNotes/lec3/lec3.pdf
http://thl.epfl.ch/gems/notes/lecture16.pdf

This suggests the following algorithm. It keeps track of X, the minimum hash value seen so far. At the
end of the stream, we should have X & 1/d, so 1/X should be a reasonable estimate for d.

The only space required is to store X (and the hash function). We just need X to have enough precision
so that the algorithm’s error is due to the variance of X, not due to the precision with which X is stored.
Presumably storing X with O(logn) bits should be enough.

1.3 Rough analysis via order statistics

To get a rough idea of how well this should work, let’s hold our noses and dig in to the statistics
literature. The t*® smallest value of a random sample is called the ¢ order statistic. As one might
expect, these have been intensively studied.

Our variable X is distributed as the first order statistic of d independent samples from the uniform
distribution on [0, 1]. According to Wikipedia, X has the Beta distribution B(1,d). The mean of this
distribution equals 1/(d + 1). But in order for 1/X to give a good estimate for d, we need to X to have
small variance.

The variance of the distribution B(1,d) is also known:

d
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so the standard deviation is 0 = /Var[X ] =~ 1/d. So we would expect X to frequently take values
throughout the interval E[ X | + [—0, o] ~ [0,2/d]. This does not look promising!

1.4 An improved idea

Why did the previous idea not work well? Intuitively, random variables that are influenced by many
independent random variables should be well-concentrated. The first order statistic X does not have
that property: perturbing just one of the random values (the smallest one) is enough to significantly
affect the value of X. We need a well-concentrated statistic, which should depend strongly on many of
the random values.

A natural idea is to consider the t*® order statistic for some ¢ > 1, which would seem to depend

rather strongly on the ¢ smallest values. So now let X be the t** smallest value in the random sample.
According to Wikipedia, X has the Beta distribution B(¢,d + 1 —t) and

BIX) = 7y
Var[x] = @d+1-1)

 (d+1)2(d+2)

So, by Chebyshev’s inequality, we should have

Var[X]  (d+1-1t) 1
PrilX —BIXN 2 eBIXI] < CRIx72 = @av2 = o

From an accuracy standpoint this seems promising, so long as ¢ > 1/¢2. From an algorithmic standpoint,
this seems promising too: keeping track of the ¢ smallest values in a random sample only requires O(t)
words of space.


http://en.wikipedia.org/wiki/Order_statistic
http://en.wikipedia.org/wiki/Order_statistic#Order_statistics_sampled_from_a_uniform_distribution
http://en.wikipedia.org/wiki/Beta_distribution

2 The actual algorithm

The main flaw of the previous discussion is that it assumes that the hash values are mutually independent.
In order to provably implement the algorithm in low space, we will need to use a low-independence hash
function. So we will need to do a similar analysis from scratch, without making use of the Beta
distribution (which only arises in the mutually independent case).

Our previous discussion imagined hashing to real numbers in [0, 1], but it is more convenient to hash
to integers, so let us scale everything up by a factor of N and hash to the set [N] = {1,...,N}. We
still want moderately high precision, so we will need N to be somewhat large. Formally, let us pick
a pairwise independent hash function h = hs : [n] — [N] where N is a power of two in [n,2n]. Our
construction in Lecture 13 will allow us to do this with a random seed that is a uniformly random
bitstring of length O(logn).

Algorithm 1: The streaming algorithm for estimating d, the number of distinct elements. It
achieves (1 + €)-multiplicative error with probability at least 1 — 0.

1 Let N be the next power of two exceeding n
Let t < 12/(6€%)
Pick a pairwise independent hash function A : [n] — [N]

> The set S always contains the t smallest hash values seen so far in the stream
Initialize S < ()
for:=1,...,mdo

Receive the element j = a; € [n]
L Add h(j) to S if necessary

if |S| <t then
10 L Output |S|

11 else
12 L Let X be the largest hash value in S, which is the ¢'" smallest in the entire stream

13 Output tN/X

@ N O ok W N

©

Let us first state explicitly a trivial fact concerning variance of indicator random variables.
Fact 1 Let Y be an indicator (Bernoulli) random variable. Then Var [Y ] <Pr[Y =1].

Proor: Var[V]=E|[Y?] -E[Y]?<E[Y?] =E[Y]. O

Claim 2 Pr[tN/X > (1+¢€)d] < 4/(et).

PROOF: The event is equivalent to X < ¢N/((1 + €)d). This event occurs if and only if, for at least ¢
elements 5 € D, we have

) tN (1 —¢€/2)tN
h < .

() < (1+e)d — d
Define Z; to be the indicator of the event

{h(j) < “_Ef”N}



Then

E[Z;]
Var[Zj]

(1 —€/2)t/d (since h(j) is uniform on [N])
(1—¢/2)t/d < t/d (by Fact 1).

IN N

Define Z =5 jep Zj- Linearity of expectation and pairwise independence of the Z; implies

E[Z] < (1—¢/2)t (1)
Var[Z] = Y Var[Z;] < t. (2)
jeD

Now we use Chebyshev’s inequality to obtain

Pr[tN/X > (1+e)d] < Pr[Z>t]

< P(IZ-B(Z)zet/2]  (by (1)
< \(/Zr /{Qi] (Chebyshev’s inequality)
< 5 (v

Claim 3 Assume that N > 2n/(te) and € < 1/2. Then Pr[tN/X < (1 —¢€)d] < 8/(€%*t).

PROOF: The event is equivalent to X > ¢N/((1 — €)d). This event occurs if and only if, for fewer than
t elements j € D, we have h(j) < % Define Z; to be the indicator of the event

=y
[ < 7251

This time will will need both upper and lower bounds on E[Z;]. Due to rounding issues, we lose a
little bit in the lower bound. Since N > d/(te), we obtain

t 2t
Upper bound: E[Z;] < 1—od < = (since € < 1/2)
t 1 1 t 1 1 2)t
Lower bound: E[Z;] > (i-ad N > ( ;6) N > A+ ef2)t +;/ ) (since N > 2n/(te)).

By Fact 1, Var[Z;] < 2t/d. Define Z =)
of the Z; imply

jepZj- Linearity of expectation and pairwise independence

E[Z] > (1+¢/2)t (3)
Var[Z] = ) Var[Z;] < 2t (4)
jeD

Now we use Chebyshev’s inequality to obtain

PritN/X <(1—e€)d] < Pr[Z <t]
< Pr{|Z-E[Z]|z /2]  (by (3))
Var | Z . .
< E /[2)2] (Chebyshev’s inequality)
< 5 Oy )
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Combining Claim 2 and Claim 3, we see that

4 8

Pr[algorithm’s output ¢ [1 —€,1+¢]-d] < a2ty

Thus, if we choose t = 12/(d¢?), we obtain that
Pr[algorithm’s output € [1 —¢,1+¢]-d] > 1—0.
A small detail. There is one detail that was swept under the rug. If |S| < t, the algorithm just

outputs |S|. We should also check the quality of that estimate. As an exercise, one should show that if
|S| < t then, with high probability, all distinct elements in the stream have different hash values.

2.1 Space Analysis.

Let us now consider how much space the algorithm needs in order to achieve these guarantees.

The set S. There are t coordinates, each of which uses O(logn) bits.

The hash function h. To represent the hash function h we only need to store the random seed s. In
our hash construction, each seed uses O(log N) = O(logn) bits of space.

Thus, the total space is O(tlogn) = O(log(n)/d€?) bits.

3 The State of the Art

The method that we presented is from a paper of Bar-Yossef, Jayram, Kumar, Sivakumar and Trevisan.
In practice, distinct element estimation is widely used. A method called HyperLogLog uses roughly
O(e %loglogn) bits of space to achieve (1 + €) accuracy. A research paper from Google makes this
algorithm very practical.

From a theoretical perspective, optimal guarantees are known. The lower bound is:

Theorem 4 (Alon-Mattias-Szegedy 1999, Indyk-Woodruff 2003) Any randomized streaming al-
gorithm that achieves (1 + €)-multiplicative error for the distinct elements problem with constant prob-
ability requires Q(log(n) + € ~2) bits of space.

In contrast, the space usage of our algorithm has the product of O(logn) and O(¢~2), not the sum. It
turns out that the sum is the right answer.

Theorem 5 (Kane-Nelson-Woodruff 2010) There is a randomized streaming algorithm that achieves
(1 4 €)-multiplicative error for the distinct elements problem with constant probability and uses only
O(log(n) + €=2) bits of space.


https://dx.doi.org/10.1007/3-540-45726-7_1
http://en.wikipedia.org/wiki/HyperLogLog
http://research.google.com/pubs/pub40671.html
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