CS535c Fall 2004: Homework 2

Out Wed 22 Sep, Due Mon 27 Sep

1 I-mapsfor DAGs

[25 points, 3 per correct edge in the final Imap, plus 1 bonuas iérrors.]

Consider the Bayes nét shown below. Draw the minimal I-map fét(B, E, S, N, J, M) (i.e., marginalizing out
the A variable), using the ordering, E, S, N, J, M. You new model should have extra arcs, to compensate for the
fact thatA has been removed.
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2 Independencein undirected Gaussian graphical models

[30 points, 10 per correct answer.]
Letz be a 4 dimensional Gaussian random variable with zero medhn@mariance matrix give by

21 -9 6 -9
1 (-9 21 -9 6
»Bl6 -9 21 -9
-9 6 -9 21

y =

For each of the following assertions, say whether it is tnuiaise.
o r1 | x3
oz | x3las

® I 1 I3|I2,.§C4

3 Error correcting codes (Inferencein factor graphs)

[45 points].



Consider the factor graph shown below, where circles reptdsinary random variables, and squares represent
factors. X, X5, X3 are message bits that we are trying estimatg;and X5 are odd parity check bits, i.e., they are
true if an odd number of their parents are true, otherwisefdin otherwordsX, = X; @ X5, and X5 = X, & X3,
whered represents xor.

Suppose we receive noisy observations of all 5 bits; cadidlbdservations; 5. Let F'(s, i) = p(Y;| X; = s) be the
local evidence vector at node ThusF'(:,7) = [1,0] means thafX; is observed to be in state= 1, F(:,i) = [0, 1]
means thatX; is observed to be in state= 2, and F'(:,i) = [0.5,0.5] means that the observations abdijtare
uninformative (uniform prior).

The joint distribution over all 5 bits is given by

5

1
P(X1:5ly1:5) = 29(X1,X2,X4) x g(Xa, X3, X5) x Hfi(Xi)
i=1

whereg represents the parity check function afid= F'(:,4) is the local evidence. (Note that the evidengg;, has
been “compiled” into the local evidence potenti#lg

By marginalizing out the parity check bits (i.e., computii@X.3|y1.5)), we can decode the message. In general,
there may not be a unique decoding (i.e., the posterior mag imere than one mode).

Your task is to computé(X1.3|y1.5) andZ for the 5 different evidence scenarios below Just fill in thenbers
in the table; the first column (scenario) has been done for fitnen answer the questions below. No¥&u must
vectorize your Matlab code; 2 point penalty for every unnecessary for loop!.

Hint: in Matlab, the parity check factor can be represented’as 2 x 2 table shown below. Since Matlab indexes
arrays starting with 1, not 0, | use state 1 to mean true (1)tatd 2 to mean O (false). Also, note that Matlab toggles
indices from left to right (Fortran memory layout, the oppesf C). Hence

% xor Thl (x1, x2,x3) = P(x3| x1, x2)
% x1 x2 P(x3=1) P(x3=2)

%1 1 O 1
%0 1 1 0
%1 0 1 0
%0 0 O 1

xorTbl = reshape([0 110 1001], [22 2]);
Other commands you might find usefulnd2sub, r epmat , war ni ng of f MATLAB: di vi deByZer o.

1. (5 points). Draw the Markov network corresponding to thetdr graph above
2. (0 paints). In scenario 1, the local evidence is as follomsere F(1,7) = p(y;|X; = 1) (true) andF'(2,i) =
p(yilXi = 2) (false).
F=]0.50.50.500;
0.50.50.51 1];



In other words, all the message bits are uncertain, but baditypchecks are perfectly observed to be in state
2 (false). The value of and the distributiorP(X1.3|y1.3) is shown in column 1 of the table. Please list your
answers in the same order!

X Xy X3 S1 S2 S3 S4 S5
1 1 105000 ? 2?2 2?2 ?
0 1 100000 ? 2?2 2?2 ?
1 0 100000 ? 2?2 2?2 ?
0 0 100000 =2 2?2 2?2 72
1 1 0 |00000 ? 2?2 2?2 ?
0 1 0 |00000 ? 2?2 2?2 ?
1 0 0 (00000 ? 2?2 ? ?
0 0 0 (05000 ? 2?2 ? ?
A 0.25 Y Y Y

. (4 points). What are the 2 most probable decode codewnsdgnario 1? i.e., Compute.s = arg max P(X1.3|y1.5)-
Explain why there are 2 modes in this distribution.

. (9 points). In scenario 2, the local evidence is as follows

F=[0.90.50.500;
0.1 0.50.51 1];

In other words, bit 1 is likely to be in state 1, bits 2 and 3 ameartain; all parities are in state 2. Fill in column

2.

. (9 points). In scenario 3, the local evidence is as follows

F=1]0.90.90.900;
0.10.10.11 1];

In other words, bits 1-3 are likely to be in state 1; all pastare in state 2. Fill in column 3.

. (9 points). In scenario 4, the local evidence is as follows

F=[0.90.9000;
0.10.1111];

In other words, bits 1-2 are likely to be in state 1, bit 3 ismiedly in state 2; all parities are in state 2. Fill in

column 4,

. (9 points). In scenario 5, the local evidence is as follows

F=]0.9100 0;
0.10111];

In other words, bit 1 is likely in state 1, bit 2 is definitelystate 1, bit 3 is definitely in state 2; and all parities

are in state 2. Fill in column 5. Explain your answer.



