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1 ROC curves

We frequently design systems to detect events of interash as diseases in patients, faces in images, spam in an
email queue, etc. We often want to compare the performansedf systems. One way to do this is to uR@C
(receiver operating characteristic) curve. This is a wag@luating expected loss using a range of possible loss
functions, where we vary the ratio of costs of false positied false negatives. Below we summarize the main ideas.
See [Faw03] and [MRS08, ch8] for detalils.

Let S; be the score assigned to objegt where the score is proportional to our belief (confidenbe} £; is
a positive instance (e.gr,; has the disease/ is a face/ is spam), which we denotg by 1. If z; is not positive,
it is negative, denoted by; = 0. Note thatS; does not have to be the probabilityy; = 1|z;), but should be
monotonically related to it. For any given threshdéldwe can converf; into an estimated label (best guess), by
settingy; = 1 (positive) if.S; > 0, otherwisey; = 0 (negative). Ley; be the true label. By comparirjg to y; we can
evaluate the quality of the system in terms of the numbermfrgiit makes. If we use a low threshold, we will detect
lots of events, but many will be wrong (false alarms); coseér if we use a high threshold, we may not detect many
true events.

This is illustrated in Table 1. We see that the model is venfident that examples 1-3 are positive, and examples
7-9 are negative. It is not very sure about examples 4—-6gsirecprobabilities are all near 0.5), but nevertheless it is
possible to find a threshold (namély= 0.5) that perfectly separate the classes into positive andtiveg®bviously
if & = 0, all the examples are classified as positive, and conveitély- 1, all the examples are classified as negative.

In Table 2, we see the output of another estimate(gf|x;), perhaps using a different model. Its behavior is
similar to the previous model, except it gets examples 5 andodig, i.e., it assigns too little probability to the event
ys = 1 and too much tgis = 1. Consequently it makes some errors when using a threshdéld-of.5. In fact, it is
easy to see that there is no threshold that will perfectlya@pce the vector of true labels= (y1, ..., yn).

For any threshold, we can compute how many entities we correctly and incdyretdssify. This gives rise to
four numbers. TP is the number of true positives, i.e., howmyrentities are “called” as positive which actually are

iy plyi=1z) 9:(0=0) 3(0=05 g(=1)
1 1 0.9 1 1 0
2 1 0.8 1 1 0
3 1 0.7 1 1 0
4 1 0.6 1 1 0
5 1 0.5 1 1 0
6 O 0.4 1 0 0
7 0 0.3 1 0 0
8 O 0.2 1 0 0
9 0 0.1 1 0 0

Table 1. Example output from classifier 1.



iy plyi=1z) §0=0) §O=05) pH0O=1)
1 1 0.9 1 1 0
2 1 0.8 1 1 0
3 1 0.7 1 1 0
4 1 0.6 1 1 0
5 1 0.2 1 0 0
6 O 0.6 1 1 0
7 0 0.3 1 0 0
8 O 0.2 1 0 0
9 0 0.1 1 0 0

Table 2: Example output from classifier 2. The differences from dfaessl are in boldface.

Truth
1 0 by
Estimate TP FP P =TP+ FP
FN TN N =FN+TN
Y| P=TP+FN N=FP+TN

Table 3: Summary of definitions used for evaluating binary clasdificasystems.

positive:
TP=Y I(ji=1Ay =1) @)
i=1

Similarly we can define TN as the number of true negatives,SfReanumber of false positives and FN as the number
of false negatives. Also, l¢¢ = T'P + F'P be the number of called positives, aRd= T'P + F N be the true number

of positives; similarly, definéV = FN + TN as the number of called negatives, aNd= F'P + TN be the true
number of negatives. See Table 3 for a summary of these defigiithis is called @onfusion matrix. We have that
TP+ FP+ FN + TN = n, the total number of test points. Thus by normalizing ttaatingency tableof counts,

we can approximate the following conditional probabistie

p=LlLy=1) = TP/n 2
p(=0,y=0) = TN/n 3)
p(=1y=0) = FP/n (4)
p(H=0,y=1) = FN/n (5)

Thetrue positive rate, also calledsensitivity or recall or hit rate, is defined as

TP TP pH=1y=1)

TPR = ~— = SRt Al X i
P TP+ FN ply=1)

=p(H=1y=1) (6)

Thefalse positive rate also called théalse acceptance rat®r type | error rate , is defined as

FP  FP  p(j=1,y=0)

FPR = — = =
N FP+TN p(y =0)

=p(H=1y=0) (7)

A ROC (receiver operating characteristic) curve is a plot of TRRF?R for different thresholds See Figure 1 for
an example. Any system can achieve the point on the bottam{lePR = 0,TPR = 0), by settingd = 1 and thus
classifying everything as negative; similarly any system achieve the pointon the top righ PR = 1,TPR = 1),
by settingd = 0 and thus classifying everything as positive. A system tht;gy;|=;) = 0.5 can achieve any point
on the diagonal lind’PR = F PR by choosing an appropriate threshold; thus this represéwatisce performance.



o

o /«D [?r
Figure 1: ROC curves for two classification systems. We plot the trustipe rate (TPR) vs the false positive rate (FPR) as we
vary the threshold. The red curve corresponds to the system in Table 1. Therbdéfh point corresponds té = 1, which has
a TPR of0/5 = 0 and an FPR 06/0 = 0; the top left point corresponds = 0.5, which has a TPR 08/5 = 1 and an FPR
of 0/4 = 0; the top right point corresponds to= 0, which has a TPR 0%/5 = 1 and an FPR oft/4 = 1. The green curve
corresponds to the system in Table 2. Here the top left poimesponds té = 0.5, which has a TPR of /5 = 0.8 and an FPR of
1/4 = 0.25. Clearly the red curve is better than the green curve.

A system that perfectly separates the positives from negmtias a threshold that can achieve the top left corner,
(FPR = 0,TPR = 1); by varying the threshold such a system will “hug” the leftsaand then the top axis, as
shown in Figure 1.

The quality of a ROC curve is often summarized usingafrea under the curve(AUC). Higher AUC scores are
better; the maximum is obviously 1. Another summary siatifiat is used is thequal error rate, also called the
cross over rate defined as the value which satisfies?’ R = F'N R; lower EER scores are better, the minimum is
obviously 0. Here FNR is thi&alse negative rate also called théalse rejection rate or type Il error rate , and is

FN FN

defined as (G=0 0
pPly=4Yy=
FNR=—=——"—"__—1-TPR="2—"27 _°J
R P FN+TP R ply=1)

The EER corresponds to the point where the iWéR = 1 — T'PR intersects the ROC curve: see Figure 2.
For completeness, we also define the quantity cafestificity as

=p(H=0y=1) ®)

TN TN )= 0,y =0 .
1_FPRZM:p(y:0|y:o) 9)

BTN T FPYTN p(y =0

Also, the overalhccuracyis defined as

TP+ TN _TP+TN

= TPYFPTFN+TN  n

p(=1y=1)+p(H=0,y=0) (10)

2 Precision recall curves

When the number of negatives is very large, such as whergttgidetect aare event (such as retrieving a relevant
document or finding a face in an image), comparing/P = p(j = 1lly = 1)to FP/N = p(§ = 1ly = 0) is
not very meaningful. Instead, we can comp@t/ P (the recall or TPR) t(TP/P, which is called therecision or
positive predictive value(PPV):

TP
prec = ——

P =m=p(y=1lﬁ=1) (11)

Precision measures what fraction of the entities that wledalre actually positive, and recall measures what fractio
of the true positives we called. precision recall (PR) curve is a plot of precision vs recall as we vary the tho&s).



Figure 2: ROC curve, with the AUC and EER indicated.

See Figure 3. Hugging the top right is the best one can do. cLhige can be summarized using thean precision
(averaging over recall values), which approximates tha areler the curve. Alternatively, one can quote the pretisio
for a fixed recall level (say, the first 10 entities in a retalesystem).

Precision and recall are often combined into a single statialled theF score This is theharmonic mean of
precision and recall:

2 2PR
F= = 12
1/P+1/R R+P (12)
In general, we can change the weightings on precision aradlrec
1
F, = T (13)

at+(1—a)x

with the usual measure correspondingte- 1/2. Note tha < F,, < 1. Thisis commonly used to rankformation
retrieval systems that return a fixed set of documents. We use the harmonic metgad of the arithmetic mean
because an arithmetic mean can always trivially achieveresif 0.5, by settindg? = 1 (recalling all the entities). In
contrast, if we assume thaty = 1) = 10~4, the harmonic mean of this strategy is 0.2%:

e 2PR 2x107*x 1
~P+R  1+104

= 0.00019998 (14)

F-scores can be used to evaluate the output of a classifieranixed probability threshold, or, in the context of
information retrieval, a system that returns a fixed set @utioents. If the system returns a probabilistic output, or a
ranked set of documents, one should use a PR curve.

3 Using mutual information to compare classifiers

The following section, which is based on [Wal06], shows thgihg accuracy, precision, recall or F-scores to rank hard
(i.e., non-probabilistic) binary classifiers can yield nterintuitive results, whereas computing thetual informa-
tion between the predicted labgl, and the true label, yields sensible results.

Suppose the true distribution is thaty = 1) = 0.9 andp(y = 0) = 0.1. Consider classifier A, which always
classifies everything as positive (e.g., because it useshbld ofd = 0): see Figure 4(left). Clearlyl contains no
useful information, yet its accuracy is 0.9, its precisi®fi9 and its recall is 1.0 (see Table 5).

Now consider classifier B, which classifies 80% of instansgsmsitive and 20% as negative. It correctly classifies
all negative instances, but also misclassifies some pesitstances as negative. See Figure 4(middle). If classtfier
claimsgy = 1, then we know that in fagi = 1 (it makes no false positives), since

ey ply=1g9=1) 08
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Figure 3: Precision-recall curve.
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Table 4: Normalized confusion matrix for three different classgieRows are the true labels, columns are the estimated [favels
different models.

If classifier B claims thatj = 0, then we may be 50% sure that it really is negative, which ishmhigher than the
overall class prior op(y = 0) = 0.1.

Finally consider classifier C, which classifies 78% of ins&sas positive and 22% as negative. It correctly clas-
sifies all negative instances, but also misclassifies sorsidyminstances as negative. See Figure 4(right). Intlii
this is not as good as classifier B since it puts more proligioilass on the off-diagonal terms.

In Table 5, we evaluate all 3 classifiers according to varimesrics. Intuitively, we would like the ranking
B > C > A, but the only metric that gives this order is the mutual infation, defined as

1 1 N
17.7) =33 pl(d,v) log 201 (16)

=0 y=0 p(9)p(y)

This argues against using such measures as precisior,aeddi-scores to compare binary classifiers.
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