CS340 Fall 2006: Homework 4

Out Mon 2 Oct, back Wed 11 Oct

1 Bernoulli distributions
Let X € {0,1} be a binary random variable (e.g., a coin toss). Supp@¥e= 1) = 6. Then

p(x|6) = Be(X|) = 67(1 — 6)' 0
is called aBernoulli distribution. Prove the following facts:

EX] = pX=1)=90 @)
Var[X] = 6(1-9) (3)

2 Setting hyper-parameters for the beta distribution

1. Letd ~ Be(a,b). (Inclass, we called = «; andb = «.) Sometimes our prior knowledge is not in the form of
pseudo counts, so it is not immediately clear how taxstdb. For example, suppose you believe th#t= m
and Varf = v. Use the following properties of the Beta distribution tdvedor  andb in terms ofm andw.

a
EO = = 4
m=_- (4)
m(l —m) ab
Varf = = = 5
YT a1l (atb)2(atbrl) ©)

2. Letd represent the proportion of adults in New York who suppoetdieath penalty. Supposges beta with
mean 0.7 and standard deviation 0.2. What are the value® dfyjher-parametersandb that correspond to
this?

3. Arandom sample of 1000 adults in New York is taken, and 6@ppsrt the death penalty. Plot the prigi)
and posteriop(6| D). What is the posterior mean and variance? What i®8% posterior credible interval?
i.e., find value9s 5 andfy; 5 such that

p(f25 <0 < 0y7.5|D) =0.95 (6)

(This is a Bayesian version of a confidence interval.) Hise the functiorbet ai nv in the statistics toolbox.

3 Marginalizing a Dirichlet
Suppose

p(01,02,03) = Dir(ar,az,as) (7)
o 671710521 — 6y — fp)* (8)



sinced; + 6> + 03 = 1. Derive an expression for

1-61
p(6r) = /0 P61, 0)d ©)

You may ignore (cancel) any normalizing constants in youalfanswer. But you should identify the functional form
of the marginal, along with its parameters

Hint 1: make the substitution = 9‘92 The answer should be another Dirichlet. (In fact, it will
be a beta distribution, which is jUSt a special case of Diert:h

Hint 2: Use the fact that

191

1
_ - L(a)I'(b)
a—1 1 — b ldr = B b) = 10
| a0 = B = 5 (10
since this is the normalization constant of the beta distioin.
Hint 3: Using the above substitutions, rewrite the integsal
1
p(01) x 07 (1 — 91)I’/ u®(1 — u)ldu (11)
0

for suitably chosem, b, ¢, d. (You must derive this equation and work out what these \sduie!)

4 Naive Bayes for document classification

Consider the problem of classifying email messages postedline discussion boards into one of two classes, one
for users of X Windows (class 1) and another for users of msito/Vindows (class 2). (This is analogous to spam

filtering.) There are 900 documents from each class; we éd/ithem into training and text sets of equal size. To

save space (and time), we ran word detection on the docupagrtshe data available to you consist of binary feature
vectors for each document. Upon loaditdgcdat a. mat (on the web page), the Matlab environment will contain

variablest r ai n, xt est, ytrai n, yt est . You can visualize this data as an image as follows

| oad docdata
spy(xtrain);col ormap(gray); x|l abel (" words’); yl abel (' docunments’);title(’training set’)

The result is shown in Figure 1. (The commasly is useful for plottingsparse matrices One can also use
i magesc for plotting matrices.) The first 450 lines correspond to thessy = 1, the second tgy = 2 (this
information is stored in thgt r ai n vector). Can you see a difference in the patterns betweefirshd50 rows and
the second 450 rows?

To identity of the 600 words is stored in the file 'words.tdah(the web); you can load it into matlab by saying

vocab = textread(' words.txt’,’9%’");
vocab is acell array, sovocab{t } is thet'th word. You can print out the first 10 words using
for t=1:10
fprintf(2,’9%d %0s\n', t, vocab{t});
end
which produces the list in Figure 2.

1. Implement the following function

function theta = NB_train(XY)

% Bayes estinate of Naive Bayes paraneters

% | nput :

% X(n,d) =1 if word d appears in docunent n, otherw se X(n,d)=0

% Y(n) = class | abel of doc n (assunmed to be 1 or 2)

% CQut put :

%theta(c,d) = P(Wi=1]| Y=c) = probability of word d appearing in class ¢
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Figure 1: Training data for document classification vistediusing matlab’'spy command, which is useful for sparse
matrices. A black dot in row column; means documertcontains word;j at least once.
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Figure 2: First 10 words in the vocabulary used for the NB eiser



which computes the following posterior mean estimate

A _Ndc+1
“ TN+ 2

(12)

whereN . counts the number of times worbappears in clasg V. is the total number of documents in class
¢), and we have assumed a Beta(1,1) prior. Turn in your code.

. Implement a function to classify each document, assumniifgprm class priorp(Y = 1) = p(Y = 2) = 0.5.

function y = NB_apply(X theta)

% X(n,:) is a bit vector for docunent n
%theta(c,d) = prob of word d in class ¢
% y(n) = nost probable class for X(n,:)

Herey(n) = argmax, p(Y = y| X (n,:)) is the most probable class label for documenincep(Y = y|Z)
p(Z]Y = y) is a small number, you will need to use logs to avoid underfidf@u don’t necessarily need the
logsumexp trick, because it suffices to compute the logihkeld p(Z|y) rather than the normalized posterior
p(y|Z), but you will need to use logs somehow!) Turn in your code.

. Use NBtrain on the data ixt r ai n, yt r ai n. Compute the misclassification rates (i.e., the number ofido
ments that you mis-classified) on the training set (by usiBgdpply onxt r ai n, yt r ai n) and on the test set
(by using NBapply onxt est , yt est ). Sanity check: You should get test error®1867

. The provided functioer = cv( X Y, K) computes thd(-fold cross-validation error. (This calls your func-
tionsNB_t r ai n andNB_appl y.) K = 1 means no cross-validation, that is error is simply compotethe
whole training set. Use this to compute the 10-fold errog @t the training set. How does this compare to the
(non cross validated) training and test error?

. Plot (as histograms) the class-conditional densities = 1|y = ¢, ..) for classes: = 1,2 and words] = 1 :
600.

. What are the 5 most likely words in each class?

. Itis clear that the most probable words are not very disicitive. One way to measure how much information
aword (feature)X,; € {0, 1} conveys about the class laliéle {1, 2} is by computing thenutual information
betweenX, andY’, denoted’ (X,,Y'), and defined as

1
. p(Xd =, Y — C)
mi(d) =1(Xg,Y) = Xg=2,Y =c¢)lo 13
If we assume equal class priofgY = 1) = p(Y = 2) = 0.5, then
0
p(Xa=1Y =) =p(XalY = y)p(Y = ) = = (14)

Use the provided functioM . mto compute the 5 words with the highest mutual informatiothvtine class
label. (Use thé’s estimated oxt r ai n, yt r ai n.) List the words along with the corresponding valueMof
(As a sanity check, the first word should be “windows” with ahdf10.2150.)



