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The use of visual features in audio-visual speech recognition (AVSR) is justified by both the speech generation mechanism, which
is essentially bimodal in audio and visual representation, and by the need for features that are invariant to acoustic noise pertur-
bation. As a result, current AVSR systems demonstrate significant accuracy improvements in environments affected by acoustic
noise. In this paper, we describe the use of two statistical models for audio-visual integration, the coupled HMM (CHMM) and
the factorial HMM (FHMM), and compare the performance of these models with the existing models used in speaker dependent
audio-visual isolated word recognition. The statistical properties of both the CHMM and FHMM allow to model the state asyn-
chrony of the audio and visual observation sequences while preserving their natural correlation over time. In our experiments, the
CHMM performs best overall, outperforming all the existing models and the FHMM.

Keywords and phrases: audio-visual speech recognition, hidden Markov models, coupled hidden Markov models, factorial hid-

den Markov models, dynamic Bayesian networks.

1. INTRODUCTION

The variety of applications of automatic speech recognition
(ASR) systems for human computer interfaces, telephony,
and robotics has driven the research of a large scientific com-
munity in recent decades. However, the success of the cur-
rently available ASR systems is restricted to relatively con-
trolled environments and well-defined applications such as
dictation or small to medium vocabulary voice-based con-
trol commands (e.g., hand-free dialing). Often, robust ASR
systems require special positioning of the microphone with
respect to the speaker resulting in a rather unnatural human-

machine interface. In recent years, together with the inves-
tigation of several acoustic noise reduction techniques, the
study of visual features has emerged as attractive solution
to speech recognition under less constrained environments.
The use of visual features in audio-visual speech recognition
(AVSR) is motivated by the speech formation mechanism
and the natural ability of humans to reduce audio ambigu-
ity using visual cues [1]. In addition, the visual information
provides complementary features that cannot be corrupted
by the acoustic noise of the environment. The importance of
visual features for speech recognition, especially under noisy
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F1GURE 1: The audio-visual speech recognition system.

FIGURE 2: The state transition diagram of a left-to-right HMM.

environments, has been demonstrated by the success of re-
cent AVSR systems [2]. However, problems such as the selec-
tion of the optimal set of visual features, or the optimal mod-
els for audio-visual integration remain challenging research
topics. In this paper, we describe a set of improvements to the
existing methods for visual feature selection and we focus on
two models for isolated word audio-visual speech recogni-
tion: the coupled hidden Markov model (CHMM) [3] and
the factorial hidden Markov model (FHMM) [4], which
are special cases of the dynamic Bayesian networks [5]. The
structure of both models investigated in this paper describes
the state synchrony of the audio and visual components of
speech while maintaining their natural correlation over time.
The isolated word AVSR system illustrated in Figure 1 is used
to analyze the performance of the audio-visual models in-
troduced in this paper. First, the audio and visual features
(Section 3) are extracted from each frame of the audio-visual
sequence. The sequence of visual features, which describe the
mouth deformation over consecutive frames, is upsampled
to match the frequency of the audio observation vectors. Fi-
nally, both the factorial and the coupled HMM (Section 4)
are used for audio-visual integration, and their performance
for AVSR in terms of parameter complexity, computational
efficiency (Section 5), and recognition accuracy (Section 6)
is compared to existing models used in current AVSR sys-
tems.

2. RELATED WORK

Audio-visual speech recognition has emerged in recent years
as an active field, gathering researchers in computer vision,
signal and speech processing, and pattern recognition [2].
With the selection of acoustic features for speech recognition
well understood [6], robust visual feature extraction and se-
lection of the audio-visual integration model are the leading
research areas in audio-visual speech recognition.

Visual features are often derived from the shape of the
mouth [7, 8, 9, 10]. Although very popular, these methods
rely exclusively on the accurate detection of the lip contours

which is often a challenging task under varying illumina-
tion conditions and rotations of the face. An alternative ap-
proach is to obtain visual features from the transformed gray
scale intensity image of the lip region. Several intensity or ap-
pearance modeling techniques have been studied, including
principal component analysis [9], linear discriminant analy-
sis (LDA), discrete cosine transform (DCT), and maximum
likelihood linear transform [2]. Methods that combine shape
and appearance modeling were presented in [2, 11].

Existing techniques for audio-visual (AV) integration
[2, 10, 12], consist of feature fusion and decision fusion
methods. In feature fusion method, the observation vec-
tors are obtained by the concatenation of the audio and vi-
sual features, that can be followed by a dimensionality reduc-
tion transform [13]. The resulting observation sequences are
modeled using a left-to-right hidden Markov model (HMM)
[6] as described in Figure 2. In decision fusion systems the
class conditional likelihood of each modality is combined at
different levels (state, phone, or word) to generate an overall
conditional likelihood used in recognition. Some of the most
successful decision fusion models include the multi-stream
HMM, the product HMM, or the independent HMM. The
multi-stream HMM [14] assumes that the audio and video
sequences are state synchronous but, unlike the HMM for
feature fusion, allows the likelihood of the audio and vi-
sual observation sequences to be computed independently.
This allows to weigh the relative contribution of the audio
and visual likelihood to the overall likelihood based on the
reliability of the corresponding stream at different levels of
acoustic noise. Although more flexible than the HMM, the
multi-stream HMM cannot accurately describe the natural
state asynchrony of the audio-visual speech. The audio-visual
multi-stream product HMM [11, 14, 15, 16, 17] illustrated in
Figure 3, can be seen as an extension of the previous model
by representing each hidden state of the multi-stream HMM
as a pair of one audio and one visual state. Due to its struc-
ture, the multi-stream product HMM allows for audio-video
state asynchrony, controlled through the state transition ma-
trix of the model, and forces the audio and video streams
to be in synchrony at the model boundaries (phone level in
continuous speech recognition systems or word level in iso-
lated word recognition systems). The audio-visual sequences
can also be modeled using two independent HMMs [2], one
for audio and one for visual features. This model extends the
level of asynchrony between the audio and visual states of the
previous models, but fails to preserve the natural dependency
over time of the acoustic and visual features of speech.
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F1GURE 3: The state transition diagram of a product HMM.

3. VISUAL FEATURE EXTRACTION

Robust location of the facial features, specially the mouth re-
gion, and the extraction of a discriminant set of visual obser-
vation vectors are the two key elements of the AVSR system.
The cascade algorithm for visual feature extraction used in
our AVSR system consists of the following steps: face detec-
tion, mouth region detection, lip contour extraction, mouth
region normalization and windowing, 2D-DCT and LDA co-
efficient extraction. Next, we will describe the steps of the
cascade algorithm in more detail.

The extraction of the visual features starts with the de-
tection of the speaker’s face in the video sequence. The face
detector used in our system is described in [18]. The lower
half of the detected face (Figure 4a) is a natural choice for the
initial estimate of the mouth region.

Next, LDA is used to assign the pixels in the mouth region
to the lip and face classes. LDA transforms the pixel values
from the RGB chromatic space into a one-dimensional space
that best separates the two classes. The optimal linear dis-
criminant space [19] is computed off-line using a set of man-
ually segmented images of the lip and face regions. Figure 4b
shows a binary image of the lip segmentation from the lower
region of the face in Figure 4a.

The contour of the lips (Figure 4c) is obtained through
the binary chain encoding method [20] followed by a
smoothing operation. Figures 5a, 5b, 5¢, 5d, 5e, 5f, and 5h
show several successful results of the lip contour extraction.
Due to the wide variety of skin and lip tones, the mouth seg-
mentation and therefore the lip contour extraction may re-
sult in inaccurate results (Figures 5i and 5j).

The lip contour is used to estimate the size and the rota-
tion of the mouth in the image plane. Using an affine trans-

FIGURE 4: (a) The lower region of the face used as an initial estimate
for the mouth location, (b) binary image representing the mouth
segmentation results, (c) the result of the lip contour extraction,
(d) the scale and rotation normalized mouth region, (e) the result
of the normalized mouth region windowing.

form a rotation and size normalized grayscale region of the
mouth (64 X 64 pixels) is obtained from each frame of the
video sequence (Figure 4d). However, not all the pixels in
the mouth region have the same relevance for visual speech
recognition. In our experiments we found that, as expected,
the most significant information for speech recognition is
contained in the pixels inside the lip contour. Therefore, we
use an exponential window w(x, y] = exp(—((x — x0)* +
(y = y0)*) )/0?), 0 = 12, to multiply the pixels values in
the grayscale normalized mouth region. The window of size
64 X 64 is centered in the center of the mouth region (xo, yo).
Figure 4e illustrates the result of the mouth region window-
ing.

Next, the normalized and windowed mouth region is de-
composed into eight blocks of height 32 and width 16, and
the 2D-DCT transform is applied to each of these blocks. A
set of four 2D-DCT coefficients from a window of size 2 x 2
in the lowest frequency in the 2D-DCT domain are extracted
from each block. The resulting coefficients extracted are ar-
ranged in a vector of size 32.

In the final stage of the video feature extraction cascade,
the multi-class LDA [19] is applied to the vectors of 2D-DCT
coefficients. For our isolated word speech recognition sys-
tem, the classes of the LDA are associated to the words avail-
able in the database. A set of 15 coefficients, corresponding
to the most significant generalized eigenvalues of the LDA
decomposition are used as visual observation vectors.

4. THE AUDIO-VISUAL MODEL

The audio-visual models used in existing AVSR systems,
as well as the audio-visual models discussed in this pa-
per, are special cases of dynamic Bayesian networks (DBN)
[5, 21, 22]. DBNs are directed graphical models of stochas-
tic processes in which the hidden states are represented in
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FiGURE 6: The audio-visual HMM.

terms of individual variables or factors. A DBN is specified
by a directed acyclic graph, which represents the conditional
independence assumptions and the conditional probability
distributions of each node [23, 24]. With the DBN represen-
tation, the classification of the decision fusion models can
be seen in terms of independence assumptions of the transi-
tion probabilities and of the conditional likelihood of the ob-
served and hidden nodes. Figure 6 represents an HMM as a
DBN. The transparent squares represent the hidden discrete
nodes (variables), while the shaded circles represent the ob-
served continuous nodes. Throughout this paper, we will re-
fer to the hidden nodes conditioned over time as coupled or
backbone nodes and to the remaining hidden nodes as mix-
ture nodes. The variables associated with the backbone nodes
represent the states of the HMM, while the values of the mix-
ture nodes represent the mixture component associated with
each of the state of the backbone nodes. The parameters of
the HMM [6] are

n(i) = P(q = i),
bi(i) = P(Otht = i):
a(ilj) = P(q: = ilqi-1 = j),

1)

where ¢ is the state of the backbone node at time ¢, 7(i) is
the initial state distribution for state 7, a(i| j) is the state tran-
sition probability from state j to state i, and b, (i) represents
the probability of the observation O, given the ith state of

the backbone nodes. The observation probability is generally
modeled using a mixture of Gaussian components.

Introduced for audio-only speech recognition, the

multi-stream HMM a MSHMM the observation
likelihood is obtained as (MSHMM) became a popular

model for multimodal sequences such as the audio-visual

speech. In

M

As
> VO U |

m=1

S
bi(i) =] [

s=1

where S represents the total number of streams, A; (3 As =
1, A; = 0) are the stream exponents, Oj is the observa-
tion vector of the sth stream at time ¢, M; is the number
of mixture components in stream s and state i, and y ;m,

U;,,» wi,, are the mean, covariance matrix, and mixture
weight for the sth stream, ith state, and mth Gaussian mix-
ture component, respectively. The two streams (S = 2) of
the audio-visual MSHMM (AV MSHMM) model the audio
and the video sequence. For the AV MSHMM, as well as for
the HMM used in video-only or audio-only speech recogni-
tion, all covariance matrices are assumed diagonal, and the
transition probability matrix reflects the left-to-right state
evolution

a(ilj) =0, ifi¢ {j,j+1}. (3)

The audio and visual state synchrony imposed by the AV
MSHMM can be relaxed using models that allow one hidden
backbone node per stream at each time t. Figure 7 illustrates
a two-stream independent HMM (IHMM) represented as a
DBN. Leti = {i1,...,is} be some set of states of the back-
bone nodes, N, the number of states of the backbone nodes
in stream s, g; the state of the backbone node in stream s at

time t and q; = {g},..., ¢} }. Formally, the parameters of an

(6]
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FiGure 8: The audio-visual product HMM.

IHMM are
n(i) = [[nS(is) = UP(qi = iy), (4)
bi(i) = E[bi(z‘s) = UP(Oiiqi = i), (5)
a(ilj) = ljaS(z'sus) = 1:[P(qi =ilgiy = ji),  (6)

where 7°(i5) and bi(i;) are the initial state distribution and
the observation probability of state i; in stream s, respectively,
and a°(is| js) is the state transition from state j; in state i
in stream s. For the audio-visual IHMM (AV IHMM) each
of the two HMMs, describing the audio or video sequence,
is constrained to a left-to-right structure, and the observa-
tion likelihood b;(i) is computed using a mixture of Gaussian
density functions, with diagonal covariance matrices. The AV
[HMM allows for more flexibility than the AV MSHMM in
modeling the state asynchrony but fails to model the natural
correlation in time between the audio and visual components
of speech. This is a result of the independent modeling of the
transition probabilities (see (6)) and of the observation like-
lihood (see (5)).

A product HMM (PHMM) can be seen as a standard
HMM, where each backbone state is represented by a set of
states, one for each stream [17]. The parameters of a PHMM

are
n(i) = P(qi = i), (7)
bi(i) = P(Ot|Qt = i); (8)
a(ilj) = P(q; = ilq;-1 =j), 9)

where Oy can be obtained through the concatenation of the
observation vectors in each stream

L)

The observation likelihood can be computed using a Gaus-
sian density or a mixture with Gaussian components. The
use of PHMM in AVSR is justified primarily because it allows
for state asynchrony, since each of the coupled nodes can be
in any combination of audio and visual states. In addition,
unlike the IHMM, the PHMM preserves the natural corre-
lation of the audio and visual features due the joint proba-
bility modeling of both the observation likelihood (see (8))
and transition probabilities (see (9)). For the PHMM used in
AVSR, denoted in this paper as the audio-visual PHMM (AV
PHMM), the audio and visual state asynchrony is limited to
a maximum of one state. Formally, the transition probability
matrix from state j = [j,, j,] to state i = [i,, i,] is given by

o, =}, (10)

se {a,v},

i#j

is & {js js + 1},

lig —iy| =2,

a(ilj) = 0 if<| (11)

where indices a and v denote the audio and video stream,
respectively. In the AV PHMM described in this paper
(Figure 8) the observation likelihood is computed using

M;

by(i) = Zwlmﬂ (O u U (2)

where M; represents the number of mixture components as-
sociated with state i, g® and Uj, are the mean and the
1L,m ?

diagonal covariance matrices corresponding to stream s
given the state i and mixture component m, and wj,, are
the mixture weights corresponding to the state i. Unlike
the MSHMM (see (2)) the likelihood representation for the
PHMM used in (12) models the stream observations jointly
through the dependency of the same mixture node. In this
paper, the model parameters are trained for fixed values of
the stream exponents A; = 1. For testing, the stream expo-
nents are chosen to maximize the average recognition rate at
different acoustic signal-to-noise ratio (SNR) levels. Since in
the PHMM both the transition and observation likelihood
are jointly computed, and in the IHMM both transition and
observation likelihood in each stream are independent, these
models can be considered extreme cases of a range of mod-
els that combine the joint and independent modeling of the
transition probabilities and observation likelihoods. Two of
these models, namely the factorial HMM and the coupled
HMM, and their application in audio-visual integration will
be discussed next.
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4.1. The audio-visual factorial hidden Markov model

The factorial HMM (FHMM) [4] is a generalization of the
HMM suitable for a large range of multimedia applications
that integrate two or more streams of data. The FHMM gen-
eralizes an HMM by representing the hidden state by a set of
variables or factors. In other words, it uses a distributed rep-
resentation of the hidden state. These factors are assumed to
be independent of each other, but they all contribute to the
observations, and hence become coupled indirectly due to
the “explaining away” effect [23]. The elements of a factorial
HMM are described as

n(i) = P(qu =1), (13)

b:(d) = P(Ozlqt = i): (14)
a(1|]) = Has(isUS) = l_lp(%f = is|‘]f—1 = ]s) (15)

It can be seen that as with the IHMM, the transition proba-
bilities of the FHMM are computed using the independence
assumption between the hidden states or factors in each of
the HMMs (see (15)). However, as with the PHMM, the ob-
servation likelihood is jointly computed from all the hidden
states (see (14)). The observation likelihood can be com-
puted using a continuous mixture with Gaussian compo-
nents. The FHMM used in AVSR, denoted in this paper as the
audio-visual FHMM (AV FHMM), has a set of modifications
from the general model. In the AV FHMM used in this paper
(Figure 9), the observation likelihoods are obtained from the
multi-stream representation as described in (12). To model
the causality in speech generation, the following constraint
on the transition probability matrices of the AV FHMM is
imposed:

ﬂs(isUs) =0, ifij¢ Jlj:» s+ 1}’ (16)

where s € {a,v}.

4.1.1

As is well known, DBNs can be trained using the expectation-
maximization (EM) algorithm (see, e.g., [22]). The EM algo-
rithm for the FHMM is described in Appendix A. However,
this only converges to a local optimum, making the choice

Training factorial HMMs

of the initial parameters of the model a critical issue. In this
paper, we present an efficient method for initialization us-
ing a Viterbi algorithm derived for the FHMM. The Viterbi
algorithm for FHMMs is described below for an utterance
Oy,...,0r of length T.

(i) Initialization

0,(1) = ()b (D), (17)
yi(i) = 0; (18)

(i1) Recursion

6:(i) = max {0e-1()a(ilj)}b: (1),

. o el 19)
vi(i) = arg max {61(ailj)}s (
(iii) Termination
P* = max {or(i)},
‘ _ (20)
qr = argmax {6r()};
(iv) Backtracking
qr = V1 (QtH), (21)

where P* = maxy,, q; P(O1,...,071,q1,...,qr), and a(ilj)
is obtained using (15). Note that, as with the HMM, the
Viterbi algorithm can be computed using the logarithms of
the model parameters, and additions instead of multiplica-
tion.

The initialization of the training algorithm iteratively up-
dates the initial parameters of the model from the optimal
segmentation of the hidden states. The state segmentation
algorithm described in this paper reduces the complexity of
the search for the optimal sequence of backbone and mixture
nodes using the following steps. First, we use the Viterbi algo-
rithm, as described above, to determine the optimal sequence
of states for the backbone nodes. Second, we obtain the most
likely assignment to the mixture nodes. Given these optimal
assignments to the hidden nodes, the appropriate sets of pa-
rameters are updated. For the FHMM with A; = 1 and gen-
eral covariance matrices the initialization of the training al-
gorithm is described below.

Step 1. Let R be the number of training examples and let
0;1,...,0; 1, be the observation sequence of length T, cor-
responding to the sth stream of the rth (1 < r < R) training
example. First, the observation sequences O;),..., O; 1, are
uniformly segmented according to the number of states of
the backbone nodes N;. Then, a new sequence of observation
vectors is obtained by concatenating the observation vectors
assigned to each state i, s = 1,..., S. For each state set i of the
backbone nodes, the mixture parameters are initialized using

the K-means algorithm [19] with M; clusters.

Step 2. The new parameters of the model are estimated from
the segmented data
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s Zr,t yr,t(i: m)osrt

T SN )

. s s T
Zr,t ))r,t(l; m) (O'r,t - U :m)( nt— U jm)

Uim = : ’
' Zr,l Yr,t(ly m) (22)
e = 2t Yo m)
b Zr,t Zm’ yr,t(i) m’))
o . zrteit(i)j)
a’(ilj) = ~ < 5 v
( ]) Zr,t zler,t(l) l)
where

ifqr,t = i; Crt = M,

1)
Yri(l, m) = {0’

1)
Gi,t(i, ]) = ‘|0

where g;; represents the state of the tth backbone node in
the sth stream of the rth observation sequence, and ¢, is
the mixture component of the rth observation sequence at
time .

otherwise,

(23)
if g =i g1 = Jj,
otherwise,

Step 3. An optimal state sequence qy,1, ..., q,r, of the back-
bone nodes is obtained for the rth observation sequence us-
ing the Viterbi algorithm (see below). The mixture compo-
nent ¢, is obtained as

¢y = max P(O¢lqy =1, ¢,y = m). (24)
m=1,...,M;

Step 4. The iterations in Steps 2, 3, and 4 are repeated un-
til the difference between the observation probabilities of the
training sequences at consecutive iterations falls below a con-
vergence threshold.

4.1.2 Recognition using the factorial HMM

To classify a word, the log likelihood of each model is com-
puted using the Viterbi algorithm described in the previous
section. The parameters of the FHMM corresponding to each
word in the database are obtained in the training stage us-
ing clean audio signals (SNR = 30db). In the recognition
stage, the audio tracks of the testing sequences are altered
by white noise with different SNR levels. The influence of
the audio and visual observation streams is weighted based
on the relative reliability of the audio and visual features for
different levels of the acoustic SNR. Formally, the observa-
tion likelihoods are computed using the multi-stream rep-
resentation in (12). The values of the audio and visual ex-
ponents A, s € {a, v}, corresponding to a specific acoustic
SNR level are obtained experimentally to maximize the av-
erage recognition rate. Figure 10 illustrates the variation of
the audio-visual speech recognition rate for different values
of the audio exponent A, and different values of SNR. Note
that each of the AVSR curves at all SNR levels reaches smooth
maximum levels. This is particularly important in designing
robust AVSR systems and allows for the exponents to be cho-
sen in a relatively large range of values. Table 1 describes the

TaBLE 1: The optimal set of exponents for the audio stream A, for
the FHMM at different SNR values of the acoustic speech.

SNR(db) 30 28 26 24 22 20 18 16 14 12 10
Ao 0.8 08 0.7 06 0.6 03 02 0.1 01 0.1 0.0

audio exponents A, used in our system which were derived
from Figure 10. As expected, the value of the optimal audio
exponents decays with the decay of the SNR levels, showing
the increased reliability of the video at low acoustic SNR.

4.2. The audio-visual coupled hidden Markov model

The coupled HMM (CHMM) [3] is a DBN that allows
the backbone nodes to interact, and at the same time to
have their own observations. In the past, CHMM have been
used to model hand gestures [3], the interaction between
speech and hand gestures [25], or audio-visual speech [26,
27]. Figure 11 illustrates a continuous mixture two-stream
CHMM used in our audio-visual speech recognition system.
The elements of the coupled HMM are described as

n@) =[[nGis) = [[Pg = i), (25)
be(i) = [ [ 6i(is) = [ [ P(O;lq; = i), (26)
a(ilj) = [ [a*(islj) = [ [ P(q} = islqe—1 = ). (27)

Note that in general, to decrease the complexity of the model,
the dependency of a backbone node at time ¢ is restricted to
its neighbor backbone nodes at time t—1. As with the IHMM,
in the CHMM the computation of the observation likelihood
assumes the independence of the observation likelihoods in
each stream. However, the transition probability of each cou-
pled node is computed as joint probability of the set of states
at previous time. With the constraint a*(is[j) = a°(i;ljs) a
CHMM is reduced to an IHMM.

For the audio-visual CHMM (AV CHMM) the observa-
tion likelihoods of the audio and video streams are computed
using a mixture of Gaussians with diagonal covariance ma-
trices, and the transition probability matrix is constrained to
reflect the natural audio-visual speech dependencies

iS é .S) .S +1 >
a*(islj) =0 if Us Ji 1] (28)
|is_js’|22; 5’%5;

where 5,5 € {a,v}. The CHMM relates also to the Boltz-
mann zipper [28] used in audio-visual speech recognition.
The Boltzmann zipper consists of two linear Boltzmann net-
works connected such that they can influence each other.
Figure 12 illustrates a Boltzmann zipper where each of the
Boltzmann chains is represented as an HMM. Note that
although the connections between nodes within the same
Boltzmann chain can be seen as transition probabilities of an
HMM, the connections between nodes of different chains do
not have the same significance [19]. Due to its structure, the
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FiGgure 10: The FHMM recognition rate against SNR for different audio exponents.
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FIGURE 11: The audio-visual coupled HMM.
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F1GURE 12: The Boltzmann zipper used in audio-visual integration.

Boltzmann zipper can address the problem of “fast” (audio)
and “slow” (visual) observation vector integration.

4.2.1

In the past, several training techniques for the CHMM were
proposed including the Monte Carlo sampling method and
the N-head dynamic programming method [3, 26]. The
CHMM in this paper is trained using EM (Appendix B)
which makes the choice of robust initial parameters very im-
portant. In this section we describe an efficient initialization
method of the CHMM parameters, which is similar to the
initialization of the FHMM parameters described previously.
The initialization of the training algorithm for the CHMM is
described by the following steps:

Training the coupled HMM

Step 1. Given R training examples, the observation sequence
of length T, corresponding to the rth example (1 < r <
R) and sth stream, O;,,...,0; 1, is uniformly segmented
according to the number of states of the backbone nodes
N;. Hence an initial state sequence for the backbone nodes
dr1s--+>qre---» Gy, is obtained for each data stream s. For
each state i in stream s the mixture segmentation of the data
assigned to it is obtained using the K-means algorithm [19]
with M; clusters. Consequently the mixture components c;,;

for the rth observation sequence at time ¢ and stream s is ob-
tained.

Step 2. The new parameters of the model are estimated from
the segmented data

s zr,t yi,t(i’ m)oi,t

# i e Yre(i, m)
St V(i m) (05, — ‘uf ) (05, — l"? )T
U?m = < f’m im ’
’ Zr,t yr,t(l; m) (29)
s Dt Vreliym)
Wim =SS 5 Gm')
’ Z?‘,l’ Zm’ Yr,t(l) ml)

a5 (ilj) = 2 €000 )
V=S Sy

. 1)
Pl = {0,
. L
€10hj) = {O)

where ¢, is the mixture component for the sth stream of the
rth observation sequence at time ¢.

where

ifqy: =1, ¢,y =m,
otherwise,
(30)
s . .
if gy =1 Qre-1 =1,
otherwise,

Step 3. An optimal state sequence of the backbone nodes
qr1>--->qrT, is obtained using the Viterbi algorithm for the
CHMM [29]. The steps of the Viterbi segmentation for the
CHMM are described by (18), (19), (20), and (21), where
the initial state probability 7(i), the observation likelihood
b(i) and transition probabilities a(ilj) are computed using
(25), (26), and (27), respectively. The mixture components
¢, are obtained using

G = max, P(O,th,, L

m=1

¢, =m). (31)

Step 4. The iterations in Steps 2, 3, and 4 are repeated un-
til the difference between the observation probabilities of the
training sequences at consecutive iterations falls below a con-
vergence threshold.

4.2.2 Recognition using the coupled HUM

The isolated word recognition is carried out via the Viterbi
algorithm for CHMM, where the observation probability for
each observation conditional likelihood is modified to han-
dle different levels of noise

bi(is) = by (031q; = i)™, (32)

where A, s € {a, v}, are the exponents of the audio and video
streams respectively obtained experimentally to maximize
the average recognition rate for a specific acoustic SNR level.
Table 2 describes the audio exponents A, used in our system,
and Figure 13 shows the variation of CHMM-based audio-
visual recognition rate for different values of the audio expo-
nent A, and different values of SNR. In all our experiments
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TaBLE 2: The optimal set of exponents for the audio stream A, at
different SNR values of the acoustic speech for the CHMM.

TaBLE 3: The number of parameters and running time needed for
independent HMMs, and for the specific model used in AVSR.

SNR(db) 30 28 26 24 22 20 18 16 14 12 10
Aa 09 07 08 0.7 05 04 03 02 02 02 0.1

the audio sequences were perturbed by white noise. The aver-
age audio-only, video-only, and CHMM-based audio-visual
recognition rates for different levels of SNR are shown in
Figure 14.

5. MODEL COMPLEXITY ANALYSIS

Together with the recognition accuracy, the number of pa-
rameters of the model and the computational complexity re-
quired by the recognition process are very important in the
analysis of a model. Models with a small number of parame-
ters produce better estimates for the same amount of training
data. Tables 3, 4, 5, and 6 describe the size of the parameter
space and the computational complexity required for recog-
nition using the PHMM, IHMM, FHMM, and CHMM. We
consider both the general case as well as the specific mod-
els used in AVSR (i.e., AV PHMM, AV IHMM, AV FHMM,
and AV CHMM) which include the use of diagonal covari-
ance matrices, and sparse transition probability matrices as
described in Section 4. In addition to the notations intro-
duced in the previous section, the size of the observation vec-
tor in modality s is denoted by V. For simplification, for the
IHMM and CHMM, we consider that all the mixture nodes
in stream s have the same number of components M;, inde-
pendent of the state of the parent backbone nodes. For the
PHMM and FHMM we assume that all state sets have the
same number of mixture components M.

In terms of the space required by the parameters of the
models, we count the elements of the transition probabil-
ity matrices (A), the mean vectors ( g ), covariance matri-
ces (U), and the weighting coefficients (w) per HMM word.
From Tables 3 and 6 we see that the IHMM and CHMM
as well as the AV IHMM and AV CHMM, require the same
number of parameters for y , U, and w. This is due to the fact

that in these models, the probability of the observation vec-
tor O; in stream s at time ¢ depends only on its private mix-
ture and backbone node. Due to the coupling of the back-
bone nodes, the space required by the A parameters of the
CHMM and AV CHMM is larger than that for the IHMM
and AV IHMM, respectively. However, if Vi > N, the space
required by the A parameters is negligible comparedto y,U
and w, making the AV CHMM and AV IHMM very similar
from the point of view of the parameter space requirements.
The joint dependency of the observation vector O; on all
backbone nodes at time t for the PHMM, FHMM increases
significantly the number of parameters of these models com-
pared to the IHMM and CHMM (Tables 4 and 5). Note that
the left-to-right topology of each HMM in an AV FHMM
(see (16)) does not reduce the number of audio-visual state
combinations which remains of the order of [2; N;. On the

Space IHMM AV IHMM
A O(3,N?) O3 Ny
I S N.M.V, 2 NM,V,
U S NM, V2 2 NM,V,
w S NM, S N.M,
Time IHMM AV IHMM
Viterbi O(3N2?) O, N,

TaBLE 4: The number of parameters and running time needed for
the product HMM, and for the specific model used in AVSR.

Space PHMM AV PHMM

A O(IT,N?) O, N

p (T, NOM(3, V) OWIT NM 32, Vi)
U (I, NOM(S, V2)° O, NM 32, V)
w (I No)M OGTTZ, NoM)
Time PHMM AV PHMM
Viterbi O(IT,N?) OGTTE, N

TasLE 5: The number of parameters and running time needed for
the factorial HMM, and for the specific model used in AVSR.

Space FHMM AV FHMM
A O(3,N2) O(X2, Ny
u (T NOM(Z, Ve) S (T NoMV,
U (T, NOM(Z, Vo) S (T NoOMV,
w (T, N)M (I, NoM
Time FHMM AV FHMM
Viterbi O(TT, N2) O(TT2, N?)

other hand, the sparse transition probability matrix of the
AV PHMM (see (11)) only allows a number of audio-visual

states of the order of ./ 1—[52:1 N;. This reduces the param-
eter space of the AV PHMM compared to the AV FHMM
while still remaining more complex than the AV IHMM or
AV CHMM.

In terms of time required by the recognition process, we
count the number of log-likelihood additions required by
the Viterbi algorithm per time instant (in the row labeled
“Viterbi”) and the number of operations required for the
evaluation of the observation likelihoods. The Viterbi algo-
rithm with the lowest complexity is obtained with the AV
IHMM where the transition and observation probabilities in
one stream are independent from the transition and observa-
tion probabilities in the other stream. On the other hand, the
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FiGure 13: The coupled HMM-based audio-visual speech recognition rate dependency on the audio exponent for different values of the

SNR.
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100 t TABLE 7: A comparison of the video-only speech recognition rates
90 r ] for different video feature extraction techniques.
80 r 1
S i Video Features Recognition Rate
S ] 1D DCT, LDA 43.06%
s Window, 1D DCT, LDA 52.50%
2 1 2D DCT blocks, LDA 64.17%
8 . Window, 2D DCT blocks, LDA 66.94%
& _
1 compare closely and outperform the AV PHMM, especially
0 ) ) ) ) ) ) ) ) ) the AV FHMM. However, unlike the AV IHMM, the cou-
10 12 14 16 18 20 22 24 26 28 30 pling of the backbone nodes in the AV CHMM can model
Acoustic SNR(db) the correlation of the audio-visual components of speech. In
o the next section, we will complete the analysis of the above
—o— Audio-visual . . . . .
o Video models with the experimental results in audio-visual speech
—&— Audio recognition.

FiGure 14: Comparison of the recognition rate of the audio-only,
video-only and CHMM-based audio-visual speech recognition.

TaBLE 6: The number of parameters and running time needed for
the coupled HMM, and for the specific model used in AVSR.

Space CHMM AV CHMM
A O((Z NI Ny)) OGIIL N
p S NM,V, S NM,V
U > NoM; Vsz Z§:1 NM; Vs
w S NoM, S NM,

Time CHMM AV CHMM

Viterbi O(IN?) O(ITe-; N)

joint dependency of the observation node from all the back-
bone nodes in the same time slice ¢ for the AV FHMM and
AV PHMM, or the joint state transition probabilities from all
the backbone nodes at time ¢ — 1 for the AV PHMM and AV
CHMM increases significantly the complexity of the Viterbi
algorithm for these models. Unlike the AV FHMM, in the AV
PHMM and AV CHMM the total number of possible audio-
visual states is restricted by the sparse transition probabil-
ity matrix (see (11) and (28)) reducing the stated decoding
complexity of these models. Note that with M; = N, which
is the case for our experiments, or M; > N, which is the
case in large vocabulary applications, the dominant role in
the complexity required by the recognition process is played
by the number of calls to the exponential function needed per
time step to evaluate the observation likelihoods. This num-
ber equals the total number of elements of mixture weights
shown in the row labeled w. Therefore, we can conclude
that in terms of both the size of the parameter space and
the recognition complexity, the AV CHMM and AV IHMM

6. EXPERIMENTAL RESULTS

We tested the speaker dependent isolated word audio vi-
sual recognition system on the CMU database [18]. Each
word in the database is repeated ten times by each of the
ten speakers in the database. For each speaker, nine exam-
ples of each word were used for training and the remaining
example was used for testing. In our experiments we com-
pared the accuracy of the audio-only, video-only and audio-
visual speech recognition systems using the AV MSHMM,
AV CHMM, AV FHMM, AV PHMM, and AV IHMM de-
scribed in Section 4. For each of the audio-only and video-
only recognition tasks, we model the observation sequences
using a left-to-right HMM with five states, three Gaussian
mixtures per state and diagonal covariance matrices. In the
audio-only and all audio-visual speech recognition experi-
ments, the audio sequences used in training are captured in
clean acoustic conditions and the audio track of the testing
sequences was altered by white noise at various SNR levels
from 30db (clean) to 12 db. The audio observation vectors
consist of 13 MFC coefficients [6], extracted from overlap-
ping frames of 20 ms. The visual observations are obtained
using the cascade algorithm described in Section 3.

Table 7 shows the effect of the mouth region window-
ing and 2D-DCT coefficients extraction (window, 2D-DCT,
LDA) on the visual-only recognition rate. It can be seen
that the cascade algorithm that uses 2D-DCT coefficients
extracted from eight non overlapping blocks of the mouth
region followed by LDA (2D-DCT, LDA) outperforms the
system that uses 32 1D-DCT coefficients extracted from the
mouth region followed by LDA with the same number of co-
efficients (1D-DCT, LDA). In addition the use of mouth re-
gion windowing in the cascade algorithm (window, 1D-DCT,
LDA or window, 2D-DCT, LDA) increases the recognition
rate of the system without data windowing (1D-DCT, LDA
and 2D-DCT, LDA, respectively).

In all audio-visual models the backbone nodes have five
states and all mixture nodes are modeled using a mixture of
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TABLE 8: A comparison of the speech recognition rate at different levels of acoustic SNR using an HMM for video-only features (V HMM),
an HMM for audio-only features (A HMM), an MSHMM for audio-visual features (AV MSHMM), the independent audio-visual HMM
(AV THMM), the product audio-visual HMM (AV PHMM), the factorial audio-visual HMM (AV FHMM) and the coupled audio-visual

HMM (AV CHMM).

SNR(db) 30 28 26 24 22 20 18 16 14 12 10

V HMM (%) 66.9 66.9 66.9 66.9 66.9 66.9 66.9 66.9 66.9 66.9 66.9
A HMM (%) 96.9 89.5 85.0 79.2 69.2 60.8 50.0 38.3 28.0 20.8 15.0
AV MSHMM (%) 98.6 93.5 90.5 87.0 84.3 79.2 74.6 72.7 70.3 68.1 67.8
AV THMM (%) 97.6 93.0 90.5 87.8 84.0 78.9 76.2 71.6 69.2 67.6 67.6
AV PHMM (%) 97.8 91.6 89.2 86.8 83.5 78.9 74.9 73.0 71.1 68.6 67.3
AV FHMM (%) 97.8 91.6 88.9 86.5 82.7 78.6 74.9 72.7 69.5 67.8 66.8
AV CHMM (%) 98.1 94.1 91.9 88.9 86.8 81.9 76.8 74.1 71.1 68.9 65.7

three Gaussian density functions, with diagonal covariance
matrices. We trained all AV models using equal stream ex-
ponents (A, = A, = 1). In testing, the value of the stream
exponents were chosen to maximize the average recognition
rate for each value of the acoustic SNR. Our experimen-
tal results shown in Table 8 indicate that the CHMM-based
audio-visual speech recognition system performs best over-
all, achieving the highest recognition rates in a wide range of
SNR from 12 db to 30db. As expected, all the audio-visual
systems outperform significantly the audio-only recognition
rate in noisy conditions, reaching about 50% reduction in the
word error rate at SNR = 10 db. Note that at SNR = 10 db the
AVSR recognition rate is practically bounded by the video-
only recognition.

7. CONCLUSIONS

This paper studies the use of two types of dynamic Bayesian
networks, the factorial and the coupled HMM, and com-
pares their performances with existing models for audio-
visual speech recognition. Both the FHMM and CHMM are
generalizations of the HMM suitable for a large variety of
multimedia applications that involve two or more streams of
data. The parameters of the CHMM and FHMM, as special
cases of DBN, can be trained using EM. However, EM is a
local optimization algorithm that makes the choice of the
initial parameters a critical issue. In this paper, we present
an efficient method for the parameter initialization, using a
Viterbi algorithm derived for each of the two models. For
AVSR, the CHMM and the FHMM with two streams, one
for audio and one for visual observation sequences, are par-
ticularly interesting. Both models allow for audio and visual
state asynchrony, while still preserving the natural correla-
tion of the audio and visual observations over time. With
the FHMM, the audio and visual states are independent of
each other, but they jointly model the likelihood of the audio-
visual observation vector, and hence become correlated indi-
rectly. On the other hand, with the CHMM, the likelihoods
of the audio and visual observation vectors are modeled

independently of each other, but each of the audio and vi-
sual states are conditioned jointly by the previous set of au-
dio and visual states. The performance of the FHMM and the
CHMM for speaker dependent isolated word AVSR was com-
pared with existing models such as the multistream HMM,
the independent HMM and the product HMM. The coupled
HMM-based system outperforms all the other models at all
SNR levels from 12 db to 30 db. The lower performance of
the FHMM can be an effect of the large number of parame-
ters required by this model, and the relatively limited amount
of data in our experiments. In contrast, the efficient struc-
ture of the CHMM requires a small number of parameters,
comparable to the independent HMM, without reducing the
flexibility of the model. The best recognition accuracy in our
experiments, the low parameter space, and the ability to ex-
ploit parallel computation make the CHMM a very attractive
choice for audio visual integration. Our preliminary experi-
mental results [30] show that the CHMM is a viable tool for
speaker independent audio-visual continuous speech recog-
nition.

APPENDICES
A. THE EM ALGORITHM FOR FHMM

The EM algorithm for the multi-stream FHMM (see (12))
with A; = 1 and general covariance matrices is described by
the following steps.

E Step. The forward probability, defined as (i)
P(0Oy,...,0; q¢ = i), and the backward probability ;i) =
P(O¢41,...,07]q; = i) are computed as follows. Starting
with the initial conditions

ay (i) = ()b (i), (A.1)

the forward probabilities are computed recursively from

a:(i) = bi(i) > alilja1(j) (A.2)
j
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fort =2,3,..., T. Similarly, from the initial conditions

Br() =1, (A.3)

the backward probabilities are computed recursively from

B:Gi) = Z b1 (Da(ilj)Bea (i) (A.4)

fort = T -1, T —2,...,1. The transition probability a(ilj)
is computed according to (15). The probability of the rth
observation sequence O, of length T, is computed as P, =
ar1,(N1,...,Ns) = B1(1,...,1) where a,,, and f3,; are the
forward and backward variables for the rth observation se-
quence.

M Step. The forward and backward probabilities obtained in
the E step are then used to re-estimate the state parameters
using

s Zr (I/Pr) Zt Yr,l(i’ m)of't

H im Z, (1/Pr) Zt )’r,t(i) m)

oS (UP) Sayeelim) (05—t V(05— )
Ui’m - Zr (I/Pr) Zt )/r,t(i) m) ’
W = Zr (I/Pr) Z:t)’r,t(t m)
b Zr (I/PT) Zt zm’ ))r,t(i’ m,)’
(A.5)
where
C o a@Bu)
yelbm) = S B
win [LN (O U}, (2.6)

X .
Zm’ Wi,m' l_[sN( f’,t’ u :m” Uim’)

The state transition probabilities can be estimated using

Zr (1/Pr) Zi,j Zt ar,t(j)a(ﬂj)br,Hl(i)ﬁr,tJrl(i)
Zr (l/Pr) Zt Zj ar,t(j)ﬁr,t(j) ’
(A7)
where vectors i and j in (A.7) can be any state vectors such
that i; = iand j; = j, respectively.

a’(ilj) =

B. THE EM ALGORITHM FOR CHMM

The EM algorithm for the CHMM is described by the follow-
ing steps.

E Step. The forward probability and backward probabil-
ity and the observation probability P, are computed as in
Appendix A, where the initial state probability 7(i), the ob-
servation probability b;(i), and the transition probability
a(ilj) are computed as in (25), (26), and (27).

M Step. The forward and backward probabilities obtained in
the E step are used to re-estimate the state parameters as fol-
lows:

‘u s _ zr (1/Pr) Zt yi,t(i; m)oi,t
Lm > (I/P,) > v (i, m)

S, (V/P,) Syl m) (O3 — s ) (O —w )"
Zr (1/Pr) zt Yi,t(i’ m) ’
B > (l/P,) Ztyi,t(i,m)

s
Ui,m -

Wim = S (1 7\’
’ Zr (1/Pr) Zt Zm’ )’r,t(l’m )
(B.1)
where
s /s _ zi st ig=i ar,t(i)ﬁr,t(i)
Vaalbm) = g e OBt
wiuN (O3, ', U3,,) (B.2)

X 5 .
Zm’ Wzm’N( f‘,t’ .u im” Uf,m’)
The state transition probabilities can be estimated using

Zr (1/Pr) zi Zt “r,t(j)a(ﬂj)br,tﬂ(i)ﬁr,tﬂ(i)
Xr (l/Pr) zt “r,t(j)ﬂr,t(j)

where iin (B.3) can be any state vector such that i; = i.

a'(ilj) = » (B.3)
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