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Figure 5.12. (a) Three variables with a sparse dependency structure. (b) An example of an MR model in which

variables at each scale have sparse dependency structure conditioned on coarser scales.

other, a conjugate graph does not capture such dependency structure. One way to represent

a sparse dependency structure among variables is to introduce independent hidden variables

as parents of pairs of variables.16 Consider the model in Figure 5.12(a), in which w1 and w2

are independent. Then, x1 and x2 are dependent, but x1 and x3 are independent of each other.

More generally, a pair of variables that do not have a common “w” parent node are independent.

This method can be applied to represent dependency structure at each scale of a mutiresolution

model. See Figure 5.12(b) for an example of such an MR model (which is an appropriate model

for one-dimensional signals): conditioned on Scale 2, x5 and x6 are independent of each other,

but x6 and x7 are dependent because of w3.

Note that unlike in the SIM models, we use a directed graphical model to represent the

hierarchy. An important consequence is that a sparse dependency structure is obtained when

conditioned only on one coarser scale. This is different from the SIM models in which each

scale has a sparse conditional covariance when conditioned both on one coarser and one finer

scales. The MR model in Figure 5.12(b) can be just viewed as a directed graphical model, and

we do not need to use different graphs to represent interscale and in-scale structures.

Instead of introducing hidden variables, we may also consider a bi-directed graph, which is

a more general version of a conjugate graph. Figure 5.13(a) shows one example of a bi-directed

graph that encodes marginal independence structure among a collection of random variables.
16Enforcing each hidden variable to be a parent of exactly two variables allows the learning problem to be sim-

plified (see Section 5.6.3), but in principle, it is also possible to introduce a hidden variable as a parent of more than

two variables.


