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FIG. 1. Top: Probabilistic graphical model representation of the correlated topic model. The lo-
gistic normal distribution, used to model the latent topic proportions of a document, can represent
correlations between topics that are impossible to capture using a Dirichlet. Bottom: Example den-
sities of the logistic normal on the 2-simplex. From left: diagonal covariance and nonzero-mean,
negative correlation between topics 1 and 2, positive correlation between topics 1 and 2.

independence of the components of the proportions. In fact, one can simulate a
draw from a Dirichlet by drawing from K independent Gamma distributions and
normalizing the resulting vector. (Note that there is slight negative correlation due
to the constraint that the components sum to one.)

Rather than use a Dirichlet, the CTM draws a real valued random vector from a
multivariate Gaussian and then maps it to the simplex to obtain a multinomial para-
meter. This is the defining characteristic of the logistic Normal distribution [2–4].
The covariance of the Gaussian induces dependencies between the components of
the transformed random simplicial vector, allowing for a general pattern of vari-
ability between its components. The logistic normal was originally studied in the
context of analyzing observed compositional data, such as the proportions of min-
erals in geological samples. In the CTM, we use it to model the latent composition
of topics associated with each document.

The drawback of using the logistic normal is that it is not conjugate to the
multinomial, which complicates the corresponding approximate posterior infer-
ence procedure. The advantage, however, is that it provides a more expressive
document model. The strong independence assumption imposed by the Dirichlet
is not realistic when analyzing real document collections, where one finds strong
correlations between the latent topics. For example, a document about geology is
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