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Figure 1.3 Cutting plane algorithm. Successive steps of the cutting plane algorithm. In
first step no constraints have been added (no shading), w0 = 0 is the current solution. (a)
Second step: The (potentially) most violated constraint has been added. It cuts off the
current solution w0 from the feasible region (shaded).(b) Third step: One more violated
constraint is added, and the new solution is computed. (c) Fourth step: The process is
repeated until there are no more violating constraints.

Chow, 1990). In cases where !(yi, ·) only takes on a finite number of values, a
generic strategy is a two stage approach, where one first computes the maximum
over those y for which the cost !(yi,y) is constant, and then maximizes over
the finite number of levels. However, this strategy can scale the computational
complexity by the size of y (e. g. when the cost is the Hamming loss). We now
present the recursion rules of a simple modification of the DP algorithms to compute
(1.16) for Hamming loss and 1− F1 score. The resulting algorithms are as efficient
as the original DP algorithm (up to a small constant). This approach can easily be
generalized to any cost function that decomposes into factors that are linear in the
cost of subcomponents of y.

Note that Hamming loss is given by !(y, ȳ) =
∑T

t=1 δ̄(yt, ȳt), where yt denotes
the tth component of y (e. g. tth position in a sequence of length T ) and δ̄(a, b) is
0 is a = b and 1 otherwise. Let c(t, σ, σ′;w) be the local contribution of assigning
σ to the tth component with respect to w given the previous variable assignments
σ′ . Suppressing the dependence on yi and w, the recursive rules are given by

St(σ) = max
σ′

(

St−1(σ
′) + δ̄(yt

i , σ)Ft−1(σ
′) + c(t, σ, σ′)[Dt−1(σ

′) + δ̄(yt
i , σ)]

)

At(σ) = argmax
σ′

(

Tt−1(σ
′) + δ̄(yt

i , σ)Ft−1(σ
′) + c(t, σ, σ′)[Dt−1(σ

′) + δ̄(yt
i , σ)]

)

Dt(σ) = Dt−1(At(σ)) + δ̄(yt
i , σ)

Ft(σ) = Ft−1(At(σ)) + c(t, σ, At(σ)).

where all the variables at t = 0 is 0. Then, the best labeling is achieved by
reconstructing the path from A via argmaxσ ST (σ) in reverse direction.

Note that F1 score, which is the harmonic mean of precision and recall, is
given by !(y, ȳ) = 2a/(p + o), where a is the number of correctly predicted
subcomponents, p is the number of predicted subcomponents and o is the number of
correct subcomponents. Define ĉ such that ĉ(t, σ, σ′) = 1 if labeling tth component


