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The proof of Theorem 3.1 in Friedlander and Schmidt [1] is incorrect, though the theorem statement is correct. Here is a corrected proof. (Equation numbers in this erratum refer to those of the original paper.)

THEOREM 3.1 (weak linear rate with deterministic sampling). Suppose that (1.8) holds and that the sample size $|B_k|$ increases geometrically toward $M$, i.e.,

$$\frac{M - |B_k|}{M} = O(\gamma^{k/2})$$

for some $\gamma < 1$. Then at each iteration of algorithm (1.2) with $\alpha_k \equiv 1/L$, for any $\epsilon > 0$ we have

$$f(x_k) - f(x^*) = [f(x_0) - f(x^*)]O([1 - \mu/L + \epsilon]^k) + O(\sigma^k),$$

where $\sigma = \max\{\gamma, 1 - \mu/L\} + \epsilon$.

Proof. Let $\rho_k = \left(\frac{M - |B_k|}{M}\right)^2$. Using (3.2) and Lemma 2.1, we obtain the bound

$$f(x_{k+1}) - f(x^*) \leq (1 - \mu/L)[f(x_k) - f(x^*)] + \frac{2\rho_k}{L}(\beta_1 + 2\beta_2 L)[f(x_k) - f(x^*)]$$

$$= (1 - \mu/L + 4\beta_2 \rho_k)[f(x_k) - f(x^*)] + \frac{2\beta_1}{L}\rho_k$$

$$= \omega_k[f(x_k) - f(x^*)] + \frac{2\beta_1}{L}\rho_k,$$

where $\omega_k := 1 - \mu/L + 4\beta_2 \rho_k$. Apply this recursively and use $\rho_k = O(\gamma^k)$ to obtain

$$f(x_k) - f(x^*) \leq [f(x_0) - f(x^*)] \prod_{i=0}^{k-1} \omega_i + \sum_{i=0}^{k-1} O\left(\gamma^i \prod_{j=i+1}^{k-1} \omega_j\right).$$
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Take $\delta_k := \max\{\gamma, \omega_k\}$. Because $\gamma^i = \prod_{j=1}^i \gamma \leq \prod_{j=1}^i \delta_j$ for all $i$,
\[
f(x_k) - f(x_*) \leq [f(x_0) - f(x_*)] \prod_{i=0}^{k-1} \omega_i + \sum_{i=0}^{k-1} O \left( \prod_{j=1}^{k-1} \delta_j \right) = [f(x_0) - f(x_*)] \prod_{i=0}^{k-1} \omega_i + O \left( k \prod_{j=1}^{k-1} \delta_j \right).
\]
Because $\rho_k \to 0$, it follows that $\omega_k \to 1 - \mu/L$ and thus $\prod_{i=0}^{k} \omega_i = O(1 - \mu/L + \epsilon)^k$ for any $\epsilon > 0$, which bounds the first term in the right-hand side above. Furthermore, we now use the fact that $\delta_k \searrow \bar{\delta} := \max\{\gamma, 1 - \mu/L\}$ to show that the second term is in $O(\bar{\delta} + \epsilon)^k$ for any $\epsilon > 0$. In particular, choose $N$ large enough that $(\delta_k + \delta_k/k) \leq \bar{\delta} + \epsilon$ for all $k \geq N$ and choose the constant $\xi$ so that
\[
k \prod_{j=1}^{k-1} \delta_j \leq \xi(\bar{\delta} + \epsilon)^k
\]
for all $k < N$. Then by induction, $k \prod_{j=1}^{k-1} \delta_j = O(\sigma^k)$ for all $k$ because
\[
(k+1) \prod_{j=1}^{k} \delta_j = (\delta_k + \delta_k/k)k \prod_{j=1}^{k-1} \delta_j \leq (\delta_k + \delta_k/k)\xi(\bar{\delta} + \epsilon)^k \leq (\bar{\delta} + \epsilon)\xi(\bar{\delta} + \epsilon)^k = \xi(\bar{\delta} + \epsilon)^{k+1}.
\]
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