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ABSTRACT
The solution of a particular Hamilton-Jacobi (HJ) partial differen-
tial equation (PDE) provides an implicit representation of reach sets
and tubes for continuous systems with nonlinear dynamics and can
treat inputs in either worst-case or best-case fashion; however, it
can rarely be determined analytically and its numerical approxima-
tion typically requires computational resources that grow exponen-
tially with the state space dimension. In this paper we describe
a new formulation—also based on HJ PDEs—for reach sets and
tubes of systems where some states are terminal integrators: states
whose evolution can be written as an integration over time of the
other states. The key contribution of this new mixed implicit ex-
plicit (MIE) scheme is that its computational cost is linear in the
number of terminal integrators, although still exponential in the
dimension of the rest of the state space. Application of the new
scheme to four examples of varying dimension provides empirical
evidence of its considerable improvement in computational speed.

Categories and Subject Descriptors
J.2 [Physical Sciences&Engineering]: Engineering; I.6.4 [Simulation
&Modeling]: Model Validation & Analysis

General Terms
Verification, Algorithms

Keywords
nonlinear systems, continuous reachability, Hamilton-Jacobi equa-
tions, optimal control

1. INTRODUCTION
Reachability has proved a powerful tool in the verification of dis-

crete systems, but it is still impractical for most hybrid and continu-
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ous systems because there is as yet no scalable method of comput-
ing reachability for nonlinear continuous systems in high dimen-
sions. It was shown in previous work [8, 10] that an implicit rep-
resentation of the backwards reach tube of nonlinear systems with
adversarial inputs is the viscosity solution of a particular Hamilton-
Jacobi (HJ) partial differential equation (PDE). While this formula-
tion permits the representation of nonconvex sets and can treat in-
puts in either a best-case (for control) or worst-case (for robustness)
manner, its practical implementation so far requires computational
resources exponential in the dimension of the state space.

The contribution of this paper is a new formulation based on HJ
PDEs that leads to a significant reduction in computational com-
plexity for systems with dynamics of a certain form. We divide the
state space into two sets of states:
• Coupled states, which have the same weak restrictions on

their dynamics and are treated in the same manner as in the
traditional implicit formulation, but consequently have com-
putational cost that scales exponentially with dimension.

• Terminal integrator states, whose dynamics can only depend
on the coupled states but which can be treated in a more effi-
cient manner that requires computational resources linear in
dimension. The key restriction on terminal integrator states
is that no other states may depend on their value(s).

Terminal integrator states often appear in dynamic models of me-
chanical systems, where position states are simply integrators for
velocity states. We call the new scheme a mixed implicit explicit
(MIE) formulation because the boundary of the reach set or tube is
represented implicitly in the coupled dimensions but explicitly (in
the form of intervals) in the terminal integrator dimensions.

The remainder of the paper is organized as follows. Section 2
discusses the continuous reachability problem that we seek to solve,
the traditional HJ PDE based implicit formulation upon which we
build, and related work. Section 3 provides the new formulation for
the case of a single terminal integrator state, proves that it can be
used to determine the backwards maximal reach set, and outlines
how it can be modified to determine other reach sets and tubes.
Section 4 demonstrates the application of the new scheme on two
examples. Section 5 discusses a generalization of the terminal in-
tegrator’s dynamics which has less theoretical support, but which is
demonstrated on a third example. Section 6 extends the simpler dy-
namics to the vector case, and demonstrates it on a fourth example.
Finally, section 7 compares the implicit and MIE formulations.

2. CONTINUOUS REACHABILITY
This paper concerns itself with the calculation of backwards reach

sets and tubes for deterministic nonlinear continuous systems with



dynamics given by the ordinary differential equation (ODE)

ż = f (z, u) (1)

for state variables z ∈ Rdz , input u ∈ U where U is compact and
convex, and nonlinear dynamics f : Rdz × U → Rdz which are
bounded and Lipschitz continuous in z for fixed u. Backwards
reachability seeks to determine the set of states which are initial
conditions to trajectories of (1) that intersect a specified target set
R0. The reach set is the set of initial states which give rise to tra-
jectories whose endpoints at a specified time lie within the target
set, while the reach tube is the set of initial states which give rise
to trajectories which arrive at or pass through the target set during
a specified time interval; typically the interval is from time zero to
a specified time.

Two methods of treating inputs to the system dynamics are out-
lined in [9]: Maximal reachability uses the inputs to make the reach
set or tube as large as possible, while minimal reachability uses the
inputs to make the reach set or tube as small as possible. For exam-
ple, we can formalize the backward maximal reach set as

R(R0, t) = {zs | ∃u(·),∃z f ∈ R0, z(t) = z f }, (2)

and the backward minimal reach tube as

R(R0, t) = {zs | ∀u(·),∃z f ∈ R0,∃σ ∈ [t, 0], z(σ) = z f }, (3)

where t < 0 and trajectory z(·) solves (1) with initial conditions
z(t) = zs and input signal u(·). It is also possible to formulate ver-
sions with adversarial inputs, in which some inputs seek to max-
imize the size of the reach set or tube, while others seek to mini-
mize it. Formalization of these versions is complicated by the need
to consider the knowledge available to the competing players when
choosing their inputs; consequently, we do not further pursue the
adversarial case here.

2.1 Related Work
Computation of reachable sets for deterministic nonlinear con-

tinuous systems remains a challenge despite several decades of
research. The methods discussed in this paper are based on the
Hamilton-Jacobi(-Bellman)(-Isaacs) equation [8, 7, 10], as explained
in the next section. These schemes, as well as the very closely re-
lated schemes arising from viability theory, such as [3, 13], share
several important characteristics. On the positive side, they are de-
signed to deal directly with nonlinear dynamics and are able to au-
tomatically determine optimal inputs in both the best-case and the
worst-case senses. On the negative side, their implementation typ-
ically requires computational resources exponential in the number
of state space dimensions.

There have been a number of attempts to reduce this compu-
tational complexity. For systems in which the dynamics decou-
ple, the high dimensional PDE can be broken naturally into multi-
ple, lower-dimensional PDEs. Complete decoupling of the dynam-
ics occurs rarely, so a projection-based scheme whereby coupling
terms could be treated as disturbances was proposed in [12] (see
section 6 for a discussion of how that approach can be applied to
the class of dynamics studied in this paper), and a time-based de-
coupling where the system dynamics could be separated into fast
and slow components was proposed in [6]. The exponential cost of
HJ PDE based schemes arises from the requirement in traditional
PDE solvers to grid the state space, so [4] proposes to reduce that
cost by using a neural network representation of the solution in-
stead.

There is also a vast body of research on other schemes for ap-
proximating reachability and/or solving related verification prob-
lems in continuous and hybrid systems; so vast that we cannot sur-

vey it here. Previous proceedings of the Hybrid Systems: Compu-
tation and Control workshop provide many suitable entries into the
literature for the interested reader.

2.2 The Traditional Implicit Formulation
A method for determining an implicit representation of the back-

ward reach tube of nonlinear dynamic systems with adversarial in-
puts was proposed in [8]. An implicit representation of the reach
set or tube takes the form of a function ψ : R × Rdz → R whose
zero sublevel set is the reach set or tube:

R(R0, t) = {z | ψ(t, z) ≤ 0}. (4)

In [7] it was shown for a minimal reach tube (3) that ψ is the
solution of the terminal value HJ PDE

Dtψ(t, z) + H (t, z,Dzψ(t, z)) = 0 (5)

with Hamiltonian

Htube(t, z, p) = min
[
0,max

u∈U
(p · f (z, u))

]
, (6)

and terminal conditions

ψ(0, z) = ψ0(z) (7)

such that R0 = {z | ψ0(z) ≤ 0}.
This result was extended to reach tubes for systems with two ad-

versarial inputs (and therefore maximal reach tubes as well) in [10].
It is straightforward to adapt these PDEs to compute reach sets with
various treatments of the inputs. For example, an implicit represen-
tation of the maximal reach set (2) is given by the solution of the
HJ PDE (5) with Hamiltonian

Hset(t, z, p) = min
u∈U

(p · f (z, u)) .

and terminal conditions (7).
For most systems of interest, (5) cannot be solved analytically.

Typical approximation schemes involve creating a grid over the
state space Rdz , and hence are only practical for dz . 4.

3. THE MIXED IMPLICIT EXPLICIT FOR-
MULATION

In this section we outline a new formulation for computing reach-
ability that involves solving PDEs of dimension lower than (5). We
derive the results for the backward maximal reach set (2), although
the modifications to compute the other sets and tubes are straight-
forward.

Consider a system where the state can be decomposed as z =

(y, x) and the dynamics (1) as

ẏ = f (y, u) (8)
ẋ = b(y) (9)

where y ∈ Rdcp are the coupled state variables, x ∈ R is the scalar
terminal integrator state variable, and u ∈ U is the input as above.
We adopt this particular choice of variables because the terminal
integrator state(s) often represent positions and are hence typically
plotted horizontally. The functions f and b are assumed to be Lip-
schitz continuous and bounded.

Instead of the fully implicit representation of the reach set (4),
we will adopt the MIE representation

R(R0, t) = {(y, x) | φ(t, y) ≤ x ≤ φ(t, y)} (10)

with target set

R0 = {(y, x) | φ
0
(y) ≤ x ≤ φ0(y)}. (11)



Consider first the upper boundary of the reach set. Let x(t, y) be the
upper boundary of R(R0, t) at time t and coupled state y; in other
words x(t, y) = φ(t, y). Formally by (9) and the chain rule

b(y) =
d
dt

x(t, y) =
d
dt
φ(t, y) = Dtφ(t, y) + Dyφ(t, y) · f (y, u). (12)

Rearranging, we arrive at a Hamilton-Jacobi equation

Dtφ(t, y) + Dyφ(t, y) · f (y, u) − b(y) = 0,

whose form is identical to those that arise in finite horizon optimal
control problems.

The derivation above is entirely formal, but the finite horizon
optimal control interpretation provides rigourous support for the
resulting formulation. The terminal integrator’s dynamics in (9)
can be rewritten for t ≤ 0 as

x(0, y(0)) = x(t, y(t)) +

∫ 0

t
b(y(s))ds (13)

which is simply rearranged into the form of a finite horizon cost
function

x(t, y(t)) =

∫ 0

t
−b(y(s))ds + x(0, y(0)) (14)

with running cost −b(y) and terminal cost x(0, y) for trajectories y(·)
generated by (8). Setting the terminal cost to be x(0, y) = φ0(y),
the value function representing the maximum cost to go from each
coupled state y at time t ≤ 0 is the viscosity solution to the terminal
value Hamilton-Jacobi-Bellman equation

Dtφ(t, y) + H
(
t, y,Dyφ(t, y)

)
= 0 (15)

with Hamiltonian

Hset(t, y, p) = max
u∈U

(p · f (y, u) − b(y)) , (16)

and terminal condition

φ(0, y) = φ0(y). (17)

Proposition 1. For a coupled state ŷ in the reach set, let x(t, ŷ)
be the upper boundary of the interval which is the reach set’s pro-
jection at time t < 0 onto the terminal integrator dimension at that
ŷ

x(t, ŷ) = max{x | (ŷ, x) ∈ R(R0, t)}

The solution φ(t, y) of (15)–(17) provides x

x(t, ŷ) = φ(t, ŷ). (18)

Note that x(·, ·) is not assumed to be a trajectory of the system.

Proof. For a system with dynamics (8), initial condition y(τ0) =

ŷ and cost function

γ(τ0, ŷ, u(·)) =

∫ τ f

τ0

β(y(σ), u(σ))dσ + ρ(y(τ f ))

we can define the value function

ν(τ0, ŷ) = sup
u(·)

γ(τ0, ŷ, u(·)).

The value function is the viscosity solution of the terminal value
Hamilton-Jacobi-Bellman PDE (see, for example, [5, 2])

Dτν(τ, y) + H(τ, y, ν(τ, y)) = 0 (19)

with Hamiltonian

H(t, y, p) = max
u∈U

(p · f (y, u) + β(y, u)) (20)

and terminal condition

ν(τ f , y) = ρ(y). (21)

Set

β(y, u) = −b(y), ρ(y) = φ0(y),
τ0 = t < 0, τ f = 0,

(22)

so that (19)–(21) are the same as (15)–(17) and ν(t, y) = φ(t, y).
For any ε > 0, we can pick a û(·) such that

γ(t, ŷ, û(·)) ≤ ν(t, ŷ) < γ(t, ŷ, û(·)) + ε (23)

and let y(·) be the solution of (8) arising from û(·) with initial con-
dition y(t) = ŷ. Consider a trajectory x(1)(·) solving (9) along y(·)
with initial conditions x(1)(t) (we drop the dependence of the termi-
nal integrator’s trajectory x(·) on the coupled states’ trajectory y(·)
because only one coupled state trajectory is considered in the re-
mainder of the proof). Let x(1)(0) = x(0, y(0)) = φ0(y(0)). By (14)
and (22),

x(1)(t) =

∫ 0

t
−b(y(σ))dσ + x(1)(0),

=

∫ τ f

τ0

β(y(σ), u(σ))dσ + ρ(y(τ f )),

= γ(t, ŷ, u(·)),

and consequently by (23)

x(1)(t) ≤ ν(t, ŷ) < x(1)(t) + ε.

Letting ε → 0, we find x(1)(t) = ν(t, ŷ) = φ(t, ŷ).
Now consider a second trajectory x(2)(·) solving (9) along y(·)

with initial conditions x(2)(t) > x(1)(t) = φ(t, ŷ). By (13)

x(2)(0) = x(2)(t) +

∫ 0

t
b(y(s))ds

> x(1)(t) +

∫ 0

t
b(y(s))ds = x(1)(0) = φ(0, y(0)),

(24)

which implies (x(2)(0), y(0)) < R0, which implies that (x(2)(t), ŷ) <
R(R0, t).

Conversely, consider that trajectory x(2)(·) starts from x(2)(t) <
x(1)(t). Reversing the inequality in (24), it can be shown that (x(2)(t), ŷ) ∈
R(R0, t).

Since states (x(2)(t), ŷ) are in the reach set if and only if x(2)(t) ≤
x(1)(t), we conclude that x(t, ŷ) = x(1)(t) = φ(t, ŷ).

Following the derivation in [10], the reach tube can be computed
by adjusting the Hamiltonian so that the computed set only grows;
in this case solve (15) with Hamiltonian

Htube(t, y, p) = max
[
0,max

u∈U
(p · f (y, u) − b(y))

]
.

The derivation for the lower boundary function φ(t, y) of the
reach set is similar except that using the input to maximize the size
of the reach set requires using the input to minimize the height
of the lower boundary, and in the case of a reach tube the lower
boundary should only decrease as time goes backwards. Therefore,
we need to use Hamiltonians

Hset(t, y, p) = min
u∈U

(p · f (y, u) − b(y))

Htube(t, y, p) = min
[
0,min

u∈U
(p · f (y, u) − b(y))

]
in (15) for the reach set and tube respectively, and terminal condi-
tion φ(0, y) = φ

0
(y) instead of (17).



Figure 1: Terminal conditions for the double integrator. The
axes are position x and velocity y. Left: φ

0
(y). Middle: φ0(y).

Right: R0 is the region outside the solid curve.

Following [10], we can similarly compute minimal backward
reachability or even backward reachability under adversarial inputs
by appropriate adjustment of the sense of the optimization over in-
puts in the Hamiltonian.

4. SCALAR EXAMPLES
We demonstrate the MIE scheme on some examples in which the

terminal integrator state is a scalar.

4.1 Computational Setting
In the examples that follow, the solution of the HJ PDEs are ap-

proximated in Matlab with the Toolbox of Level Set Methods [11]
(ToolboxLS). The numerical schemes used by ToolboxLS require
that solutions remain continuous (although not necessarily differen-
tiable). Under the assumptions placed on the dynamics, viscosity
solution theory ensures that the solutions of (5) and (15) will re-
main continuous provided that their terminal condition functions
are continuous; consequently, we restrict the target sets in the ex-
amples to ensure that ψ0(y, x), φ0(y) and φ

0
(y) are continuous.

While the software requires continuity, viscosity solution theory
allows for more general semicontinuous terminal conditions for fi-
nite horizon optimal control problems [2, section V.5.2]. We plan to
adapt numerical schemes from conservation laws to permit approx-
imation of solutions with these more general terminal conditions.

All computations were done with ToolboxLS version 1.1 in Mat-
lab version 7.11 under 64-bit Windows 7 on a Lenovo x200 tablet
with 4GB RAM and an Intel Core2 Duo L9400 CPU at 1.86 GHz.
Matlab code for all examples is available at the author’s web site.

4.2 The Double Integrator
To demonstrate the technique, consider the simplest possible dy-

namics with input and a terminal integrator: the traditional double
integrator

ẏ = f (y, u) = u, ẋ = b(y) = y (25)

with y ∈ R and u ∈ U = [−umax,+umax] for some constant umax ≥ 0.
The usual double integrator target set is the complement of a rect-

angle in position x cross velocity y space, which can be translated
as finding the set of states such that the system will not exceed spec-
ified upper and lower bounds on position and velocity, given upper
and lower bounds on acceleration u. To represent the complement,
we adjust the interpretation of φ and φ to

R(R0, t) = {(y, x) | x ≤ φ(t, y) or x ≥ φ(t, y)},

and similarly for R0. However, using the complement of a rectan-
gle as R0 requires piecewise continuous φ0(y) and φ

0
(y), since the

maximum and minimum position are discontinuous functions of

Figure 2: The reach tube for the double integrator computed
with the MIE formulation. The reach tube is everything outside
the solid curve. The dashed curve shows the target set, while the
dotted curves show the evolution of φ and φ.

velocity at the upper and lower bounds on velocity. Because Tool-
boxLS requires continuous functions, we instead use the hexagonal
shape shown in figure 1 as the target set. The initial functions in
figure 1 are given by

φ0(y) = min
[
+1, y +

3
2
,−y +

3
2

]
,

φ
0
(y) = max

[
−1, y −

3
2
,−y −

3
2

]
.

(26)

Since these functions are the minimum or maximum of three linear
functions, they are continuous.

For this reach tube, we choose Hamiltonians to minimize the
lower boundary φ subject to the restriction that it can only increase,
and maximize the upper boundary φ subject to the restriction that it
can only decrease. Plugging (25) into (15) with appropriate Hamil-
tonians yields the PDEs

0 = Dtφ(t, y) + min
[
0,max

u∈U

(
Dyφ(t, y) · u − y

)]
= Dtφ(t, y) + min

[
0,

(
+umax|Dyφ(t, y)| − y

)]
and

0 = Dtφ(t, y) + max
[
0,min

u∈U

(
Dyφ(t, y) · u − y

)]
= Dtφ(t, y) + max

[
0,

(
−umax|Dyφ(t, y)| − y

)]
.

Using ToolboxLS we approximate the solutions φ and φ of these
PDEs. The results are shown in figure 2, where the final reach tube
is everything outside the solid lines.

For comparison purposes, the same double integrator problem
can be solved using the traditional implicit formulation from sec-
tion 2.2. The single HJ PDE in this case is

0 = Dtψ(t, y, x) + min
[
0,min

u∈U

(
Dyψ(t, y, x) · u + Dxψ(t, y, x) · y

)]
= Dtψ(t, y, x) + min

[
0,

(
−umax|Dyψ(t, y, x)| + Dxψ(t, y, x) · y

)]
.



Figure 3: The reach tube for the double integrator computed
with the implicit formulation. The reach tube is everything
outside the solid curve. The dashed curve shows the target set,
while the dotted curves show the evolution of the zero level set
of ψ.

The target set is still the complement of a hexagon, so the terminal
conditions ψ0(y, x) are constructed by taking the complement of
the intersection of six half-spaces (with implicit surface functions,
these operations can be accomplished through some linear algebra
and maximum operations). The results are shown in figure 3.

The MIE formulation requires solving two PDEs over a one di-
mensional grid, while the implicit formulation requires solving a
single PDE over a two dimensional grid. Consequently the latter
requires at least an order of magnitude more computational effort.
In this case the MIE formulation took less than 0.4 seconds on a
grid of size 101 (although most of that time is probably consumed
by generating the plots), while the implicit formulation took less
than 4 seconds on a grid of size 1012.

4.3 The Rotating Double Integrator
We modify the double integrator so that y ∈ R2 and the optimal

input is no longer constant along trajectories. The dynamics are[
ẏ1

ẏ2

]
= ẏ = f (y, u) =

[
−y2

+y1

]
+ µ(‖y‖2)

[
u1

u2

]
,

ẋ = b(y) = ‖y‖2

(27)

where u ∈ U = {u ∈ R2 | ‖u‖2 ≤ umax} for some constant umax ≥ 0
and µ : R→ R.

If µ(α) ≡ 1, the system behaves radially like the first quadrant of
a traditional double integrator. For this example, we choose

µ(α) = 2 sin(4πα)

so that the optimal vector input not only changes direction and sign,
but has variable effect depending on the current state.

For this example we compute only the lower boundary of a back-
wards minimal reach tube

R(R0, t) = {(y, x) | x ≥ φ(t, y)},

where φ
0
, the lower boundary of R0, is given by

φ
0
(y) = min

[
1, 5(1.2 − y1), 5(1.2 + y1), 5(1.2 − y2), 5(1.2 + y2)

]
;

and is shown on the left of figure 4. Note that the “position” vari-
able x is the vertical axis (unlike the previous example, where it
was shown on the horizontal axis). We use this truncated pyramid
shape for the target set boundary to ensure that φ

0
is continuous;

however, note that the slopes of the sides are much steeper than
those in figure 1.

Plugging in the dynamics (27), the Hamiltonian for (15) is

H(t, y, p) = min
[
0,max

u∈U
(p · f (y, u) − b(y))

]
= min

[
0, (−y2 p1 + y1 p2 + umax|µ(‖y‖2)|‖p‖2 − ‖y‖2)

]
The results are shown in the middle of figure 4, where the reach
tube is everything above the solid surface.

For comparison, the same reach tube computed with the standard
implicit scheme uses PDE (5) with Hamiltonian

H(t, z, p) = min
[
0,

(
−y2 py1 + y1 py2 + umax|µ(‖y‖2)|‖p‖2 + ‖y‖2 px

)]
and target set constructed by taking the complement of the intersec-
tion of six half-spaces. Results are shown on the right of figure 4.

The MIE formulation requires a single PDE on a two dimen-
sional grid and took 18 seconds on a grid of size 1212. The implicit
formulation requires a single PDE on a three dimensional grid and
took around 3000 seconds on a grid of size 1212 × 61.

5. GENERALIZING THE TERMINAL INTE-
GRATOR

Consider a generalization of the terminal integrator’s dynamics

ẋ = a(y)x + b(y, v) (28)

where v ∈ V is an input with V compact convex. Following the
same formal derivation as in (12) for φ for a maximal reach set, for
example, we arrive at a terminal value PDE of the form

Dtφ(t, y) + H
(
t, y, φ(t, y),Dyφ(t, y)

)
= 0 (29)

with Hamiltonian

Hset(t, y, q, p) = max
u∈U

max
v∈V

(p · f (y, u) − a(y)q − b(y, v)) , (30)

and terminal conditions (17). The major difference in these equa-
tions compared to (15) and (16) is that the Hamiltonian now de-
pends on the function value φ.

Hamilton-Jacobi PDEs of the form (29) and (30) arise in opti-
mal control theory for discounted finite horizon problems [2, sec-
tion III.3]. If the linear term is a positive constant a(y) ≡ a > 0, then
a unique viscosity solution to (29) and (30) exists. Unfortunately,
the cost function corresponding to (14) is in this case∫ 0

t
−b(y(s), v)ea(s−t)ds + e−at x(0, y(0)) , x(t, y(t)),

so there is no simple extension of Proposition 1 to make a rigourous
argument. Furthermore, the case of a < 0 is more likely to occur in
practice, since a > 0 gives rise to unstable growth in state variable
x; however, a < 0 in (30) breaks a key monotonicity property as-
sumed of Hamiltonians in viscosity solution theory. The theoretical
basis for the MIE formulation with terminal integrator dynamics of
the form (28) therefore remains an area of future research.



Figure 4: The rotating double integrator example. Note that the “position” variable x is the vertical axis, and in every case the
relevant set is above the surface shown. Left: The lower boundary φ

0
of the target set. Middle: The lower boundary φ of the minimal

backwards reach tube computed with the MIE formulation. The ragged bottom edge is a visualization artifact arising from the
truncation of the surface for x < 0. Right: The lower boundary of the minimal backwards reach tube computed with the implicit
formulation.

Figure 5: The reach tube for the modified-beyond-recognition
double integrator (a double integrator with terminal integrator
dynamics of the form (28)) computed with the MIE formula-
tion. The reach tube is everything outside the solid curve. The
dashed curve shows the target set, while the dotted curves show
the evolution of φ and φ.

5.1 The Modified-Beyond-Recognition Double
Integrator

Despite the theoretical issues outlined above, it is trivial to adapt
the numerical schemes in ToolboxLS to handle (29) and (30). To
demonstrate, we again modify the double integrator example, this
time by adding a linear term and an input to the position variable’s
dynamics

ẏ = f (y, u) = u, ẋ = ax + b(y, v) = ax + y + v (31)

with inputs u ∈ U = [−umax,+umax] and v ∈ V = [−vmax,+vmax]
for some constants umax ≥ 0 and vmax ≥ 0. We seek to approximate
the minimal reach tube for the same target set as in section 4.2, so
the Hamiltonian for φ will be

H(t, y, q, p) = min
[
0,max

u∈U
max
v∈V

(p · f (y, u) − aq − b(y, v))
]

= min
[
0, (+umax|p| − aq − y + vmax)

]
with PDE (29) and terminal conditions (26). This terminal value
HJ PDE is known to have a viscosity solution for a > 0. The
results computed for a = +1, umax = 0.25 and vmax = 0.5 are shown

in figure 5, and took less than one second to compute on a grid
of size 151. The results using a fully implicit scheme are similar,
and so are not shown, although they take about twenty seconds to
complete on a grid of size 1512. While the implicit formulation
is much more computationally intensive, it is fully supported by
viscosity solution theory for any bounded and Lipschitz continuous
a(y) on any bounded domain of x.

6. MULTIPLE TERMINAL INTEGRATORS
We extend to systems with independent terminal integrator states

x ∈ Rdti for dti > 1 whose dynamics are

ẋi = bi(y) for i = 1, 2, . . . , dti.

There are three straightforward adaptations of the procedures dis-
cussed above to systems of this form. First, one can solve an HJ
PDE of the form (5) (with appropriate Hamiltonians and terminal
conditions) in the full state space z ∈ Rdz to get an implicit represen-
tation of the full dimensional reach set or tube. Second, because the
terminal integrator variables are fully decoupled from one another,
one can use the projection ideas from [12] (without any need to re-
sort to artificial disturbance inputs) and solve dti separate HJ PDEs
of the form (5) in the state spaces (y, xi) ∈ Rdcp+1 for i = 1, 2, . . . , dti

to get dti separate implicit representations of the projections of the
reach set or tube. Finally, one can solve 2dti separate HJ PDEs of
the form (15) in the state space y ∈ Rdcp to get dti separate MIE
representations of the projections of the reach set or tube.

While the decoupled implicit and MIE schemes are obviously
appealing because of the considerably lower dimension in which
the PDEs need to be solved, there is a challenge: the Hamiltonians
(such as (16)) of the resulting vector HJ PDE are coupled through
their choice of input u. For maximal reach sets and tubes choosing
the input independently for each component of the solution is sound
if potentially pessimistic—it may be that to achieve the maximal
reach set or tube for xi one must choose a ûi which produces a
reach set or tube for x j that is much smaller than the maximal û j.
However, this independent choice is unlikely to be too pessimistic,
because in general there will be states (x̂i, x̂ j) such that x̂i is in the
interior of its reachable interval but x̂ j is at one of the boundaries of
its reachable interval, and thus û j is the appropriate maximal choice
of input.

The situation for minimal reach sets and tubes is more compli-
cated. Simply choosing the inputs independently risks introducing
leaky corners into the reach set or tube: There may be states (x̂i, x̂ j)



Figure 6: The relative coordinate system for the pursuit of an
oblivious vehicle problem. The (oblivious) evader is fixed at the
origin facing right and cannot modify its speed or heading. The
pursuer can modify its speed and heading.

such that ûi must be chosen to avoid the target set in dimension i, û j

must be chosen to avoid the target set in dimension j, and ûi , û j.
In the fully implicit formulation with a single Hamiltonian such
as (6), Dzψ(t, z) (the costate of the corresponding optimal control
problem) provides a definitive choice of u. In the MIE formula-
tion, only Dyφi(t, y) and Dyφi

(t, y) are available for i = 1, 2, . . . , dy.
A similar issue exists for the decoupled implicit formulation. For-
tunately, there is again a sound if potentially pessimistic solution:
Use any single u ∈ U; for example,

arg min
u∈U

 dx∑
i=1

Dyφi(t, y) −
dx∑
i=1

Dyφi
(t, y)

 · f (y, u). (32)

Because the choice may be suboptimal in some or all dimensions,
the resulting set may not be the true minimal reach set or tube;
however, it will not have leaky corners.

6.1 Pursuit of an Oblivious Vehicle
To demonstrate these approaches for a system with multiple ter-

minal integrators, consider a pursuit problem played in a planar
workspace. A pursuer vehicle wishes to collide with an evader ve-
hicle. The evader is oblivious to the pursuer in the sense that it
travels at constant linear speed ve and at constant heading, which
we choose without loss of generality to be zero. The pursuer trav-
els at speed vp and heading θ, and may modify its speed through
linear acceleration input ap ∈ Ap and its heading through angular
velocity input ωp ∈ Ωp. Because collision only depends on relative
spatial position, we fix the evader at the origin and use the spatial
variables x1 and x2 to represent the relative position of the pursuer.
See figure 6 for a diagram of the problem. The dynamics can be
written as

d
dt


θ
vp

x1

x2

 =


ωp

ap

−ve + vp cos θ
vp sin θ


which we can decompose into coupled dynamics

ẏ =
d
dt

[
y1

y2

]
=

[
θ
vp

]
=

[
ωp

ap

]
= f (y, u)

and terminal integrators

ẋ =
d
dt

[
x1

x2

]
=

[
−ve + y2 cos y1

y2 sin y1

]
= b(y).

Note that the coupled dynamics do not depend on the coupled vari-
ables and are linear in the inputs, while the terminal integrators are

nonlinear in y1.
Traditionally the target set for collision problems would be cir-

cular in the position variables and independent of other variables;
however, in order to treat the position variables as terminal inte-
grators we must decouple their target set components. As a conse-
quence, we use an interval as the target set for each position vari-
able. We also constrain the pursuer’s speed such that 0 < vmin

p ≤

vp ≤ vmax
p . Speed constraints of this sort would be appropriate, for

example, if the vehicles are fixed-wing aircraft. The resulting target
set is a square in x1 × x2 space for all headings θ = y1 and all valid
speeds vp = y2.

While the constraint on vp certainly affects the target set, it goes
further than that. For the backward reach tube in this problem we
are only interested in states which can reach the target set within
the specified time without violating the constraints on vp. The con-
struction of the target set ensures that the state within the target set
which the trajectory reaches satisfies the constraints, but we need
additional effort to ensure that all other states along the trajectory
also satisfy the constraints. In the implicit formulation state con-
straints are enforced by applying a constraint on the solution of the
HJ PDE ψ(t, z) ≥ ζimplicit(z) for all t, where ζimplicit is an implicit
surface function for the state constraints; equivalently, ψ(t, z) be-
comes the solution of a variational inequality. For state constraints
on the coupled variables (such as the constraint on vp = y2 in this
problem), the MIE formulation can also apply a constraint of the
form φ(t, y) ≤ ζupper

indicator(y) (and a corresponding lower bound on φ);
however, ζupper

indicator is now a discontinuous function with value +∞

for states which satisfy the constraint and value 0 for those which
do not.

As mentioned earlier, our current implementation of MIE re-
quires that φi and φ

i
are continuous with respect to y. That is triv-

ially true with respect to y1 = θ (the target set is constant with
respect to this variable), but not true with respect to y2 = vp be-
cause of the constraints on vp. In order to maintain continuity, the
size of the target square is shrunk gradually to zero as y2 = vp

approaches vmin
p or vmax

p . In order to maintain consistency across
all formulations, this same smoothed target set is used in all cases.
With regard to the constraint functions, no smoothing is necessary
for ζimplicit in the implicit formulations because it is chosen as a
signed distance function and is hence continuous already, and no
smoothing is applied to ζindicator in the MIE formulation beyond the
effect of grid discretization.

We approximate the reach set for parameters ve = 1, Ap =

[−0.2,+0.2], Ωp = [−0.2,+0.2], vmin
p = 1.0, vmax

p = 3.0 and tar-
get set x ∈ [−1,+1]2 for valid vp. We compute the backward reach
tube out to t = 2.0 in each of the three formulations: full dimen-
sional implicit (one PDE in four dimensions), decoupled implicit
(two PDEs in three dimensions) and decoupled MIE (four PDEs in
two dimensions). For the decoupled calculations, inputs are chosen
independently in each PDE, and thus the computed tube is conser-
vative. The results are somewhat difficult to visualize because the
reach tube lies in a four dimensional space.

Figure 7 shows the projections of the reach tube into the (x1, vp, θ)
and (x2, vp, θ) subspaces. These projections are computed directly
for the two decoupled formulations, and for the full dimensional
implicit case we simply take a minimum over the missing dimen-
sion of the implicit surface function ψ.

Of course, projections almost always lose some information. Fig-
ure 8 shows a sample slice of the reach tube in the (x1, x2, θ) sub-
space for vp = 2.0. This slice is a subset of the data computed by
the full dimensional implicit formulation. For the decoupled for-
mulations, this slice can be recreated by backprojecting the lower
dimensional reach tubes into full dimensional prisms and then in-



.

.

.

Figure 7: Projections of the reach tube for the pursuit of an oblivious vehicle problem, computed with the three formulations. Left
column: (x1, vp, θ) projection. Right column: (x2, vp, θ) projection. Top row: full dimensional implicit formulation. Middle row:
decoupled implicit formulation. Bottom row: decoupled MIE formulation.
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Figure 8: A slice of the reach tube in (x1, x2, θ) space for vp = 2.0. Left: The reach tube as computed by the full dimensional implicit
formulation. Right: The reach tube as computed by backprojection of the decoupled implicit formulation (the MIE result would
be the same). Because the decoupled formulations (implicit or MIE) work in subsets of the state space, there is inevitably some
overapproximation of the reach tube.

tersecting the prisms; the result from the decoupled implicit calcu-
lation was easier to backproject and is shown, although the result
from the MIE calculation would be virtually identical. Note how
the reach tube computed by projections is an overapproximation of
the reach tube computed in the full dimensional state space.

While the decoupled formulations effectively result in an over-
approximation of the reach tube, the trade-off is their speed. On a
grid of size 65 × 100 the MIE formulation required 3.1 seconds (a
nontrivial fraction of which is I/O) to solve four PDEs. On a grid of
size 151×65×100 the decoupled implicit formulation required 541
seconds to solve two PDEs. On a grid of size 1512 × 65 × 100 the
full dimensional implicit formulation required too much memory,
but extrapolation from a grid of half that size in each dimension
provides a rough estimate of 30 hours to finish.

There are two obvious extensions of this problem: permit the
evader to modify its speed and/or heading. By including ve as a
(coupled) state variable, it is straightforward to augment this model
to permit the evader to modify its speed. The additional state di-
mension would make the full dimensional implicit formulation five
dimensional and hence impractical to compute, but the MIE formu-
lation would be only three dimensional and still quite feasible. It
is possible to permit the evader to modify its heading without aug-
menting the state space—the pursuer heading state θ is replaced
with a relative heading state, and the result is a version of the game
of two identical vehicles (see, for example, [10] or [12]). Unfortu-
nately, in this model the relative position variables are coupled and
hence cannot be treated with the MIE formulation. The alternative
is to augment the state space with the evader’s heading, which has
the same dimensional costs as adding ve to the state space.

7. COMPARING THE IMPLICIT AND MIE
FORMULATIONS

For a system with y ∈ Rdcp and x ∈ Rdti , the traditional full
dimensional implicit formulation described in section 2.2 requires
solving a single PDE (5) over the entire state space. Approxi-
mating the solution of such a PDE is typically accomplished by
gridding the entire state space and hence requires O(n(dcp+dti)) mem-
ory for a grid of size n in each dimension, and computational time
O(n(dcp+dti)) or greater. As described in section 6, because the dy-
namics of the terminal integrator states are decoupled, the decou-
pled implicit formulation requires solving dti separate PDEs inRdcp+1,
so the cost would be O(dtindcp+1). Finally, the MIE formulation for
the same system requires solving two PDEs of the form (15) for
each terminal integrator state, but these PDEs are solved over only
the coupled state space Rdcp ; thus, the cost is O(2dtindcp ).

Despite their higher computational cost, the implicit formula-
tions (both full and decoupled) do have a few features which the
MIE formulation lacks. First, in the implicit formulations the reach
set or tube is defined by the zero level set of the solution. The im-
plicit formulation can therefore represent sets with sharp features
and some types of discontinuities while maintaining a continuous
solution, which makes both theory and numerics easier. Such con-
tinuity benefits also accrue when applying constraints to the reach
set or tube (such as the constraints on vp in section 6.1), since those
constraints can be represented by continuous implicit functions for
the implicit formulations but may require discontinuous functions
for the MIE formulation. Furthermore, since only the zero level set
is of interest, narrowband or local level set schemes can be used to
slightly reduce the memory and cost (although ToolboxLS does not
implement such schemes). Finally, artificial boundary conditions



for the edges of the computational domain are easier to construct
when only the zero level set is of interest, because errors caused
by such boundary conditions are easily kept away from the zero
level set through reinitialization or similar procedures. In the MIE
formulation, the entire solution of the PDE is relevant, so none of
these benefits apply.

Second, in the implicit formulations the gradient of the solution
is the costate of the corresponding finite horizon optimal control
problem (see [10] for details). Consequently, this costate can be
used to choose optimal inputs along the boundary of the reach set
or tube (or throughout the state space under appropriate circum-
stances). In the MIE formulation, only Dyφi and Dyφi

are available;
we are presently investigating how they might be used to deduce
optimal inputs.

Given these benefits of implicit schemes, the decoupled implicit
formulation might appear to be a “best of both worlds,” since it
requires only one more dimension than MIE. One dimension, how-
ever, is often quite significant computationally; for example, con-
sider the reach tube in section 6.1 which took more than 150 times
as long to approximate with the three dimensional decoupled im-
plicit formulation as it did with the two dimensional MIE formula-
tion. Furthermore, the decoupling of the terminal integrator states
(whether in an implicit or MIE formulation) introduces two addi-
tional weaknesses when compared with the full dimensional im-
plicit formulation. The first is the unresolved coupling through the
inputs discussed in section 6. The second is the likely overapprox-
imation of the reach set or tube caused by working in subspaces of
the state space, as demonstrated in figure 8. Only the full dimen-
sional implicit formulation can avoid these issues, and its dimen-
sion is often impractically large.

8. CONCLUSIONS AND FUTURE WORK
We have demonstrated the new mixed implicit explicit (MIE)

formulation for the computation of reach sets and tubes using Hamilton-
Jacobi type PDEs for a class of systems with terminal integrators.
ODE models of mechanical systems often take this form, since po-
sition states are simple integrations of velocity states. While the
traditional full dimensional implicit formulation requires computa-
tional resources exponential in the number of state space dimen-
sions, the MIE formulation requires resources linear in the number
of terminal integrators and exponential in the number of remain-
ing state space dimensions. We have also discussed an intermedi-
ate, decoupled implicit formulation for these systems which almost
matches the MIE formulation’s asymptotic complexity, but which
also shares some of its weaknesses.

In the examples, the solutions of the resulting PDEs were ap-
proximated using ToolboxLS, but other numerical methods could
certainly be applied. In particular, ToolboxLS provides no guar-
antee on the sign of the error in the approximation. For rigourous
computation of reach sets and tubes, schemes providing such guar-
antees would be desirable; for example, the numerical algorithms
for approximating HJ PDEs developed in the viability community,
such as those described in [1, 3].

We are currently investigating several aspects of the new formu-
lation. Section 5 raised some theoretical questions regarding an
extension of the terminal integrator’s dynamics. As discussed in
section 6, there are questions regarding the treatment of inputs to
the coupled states in the case of vector terminal integrators. Sec-
tion 7 raised a related issue regarding the inputs: The relationship
between the gradients of the MIE solution and the costate of the im-
plicit formulation, since the latter can be used to construct optimal
feedback policies. As mentioned in section 4.1, we are planning to
implement new schemes in ToolboxLS which will permit compu-

tation with piecewise continuous functions. Finally, the examples
used in this paper were all toys; we are working on more realis-
tic problems in five and higher dimensions, and seeking extensions
of the MIE formulation which will reduce the computational costs
even further.
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