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1. Introduction

In the recent years we presented a number of methods
for a fully automatic pose estimation [5, 7] and tracking [6]
of human bodies in 2D [5] and 3D [6]. Initialization and
failure recovery in these methods are facilitated by the use
of loose-limbed body model [7] in which limbs are con-
nected via learned probabilistic constraints. The pose esti-
mation and tracking can then be formulated as an inference
in a loopy graphical model and approximate belief propa-
gation can be used to estimate the pose of the body at each
time-step. Each node in the graphical model represents the
position and orientation of the limb, and the directed edges
between nodes represent statistical dependencies between
limbs.

There are a number of significant advantages of this
paradigm as compared to the more traditional methods for
tracking human motion. Most traditional models of the
body resort to the kinematic tree-based representations in
2D, 2.5D, or 3D leading to a high-dimensional search space.
Searching for a body pose in this high dimensional space
is impractical, and so most tracking methods rely on man-
ual initialization or a canonical starting pose. Additionally,
they often exploit strong priors characterizing the motions
present, to speed up the search. The lack of automatic ini-
tialization from an arbitrary pose also makes it hard to re-
cover from transient failures that often occur during track-
ing.

While the full body pose may be hard to recover directly,
the location and pose of a sub-set of individual (visible)
limbs is often much easier to compute. Many good head
detectors exist and limb detectors based on the skin color,
shading, and focus have been developed. This observation
is what drives forth the loose-limbed body model paradigm,
initially introduced in [7]. Here we would like to address
the loose-limbed body model within the Bayesian hierar-
chical framework for 3D pose estimation and tracking from
a monocular image sequence recently developed in [4] and
[5].

2. Hierarchical inference framework

Recent work on 2D body pose estimation and tracking
treats the body as a “cardboard person” in which the limbs
are represented by 2D planar patches connected by joints.
Such models are lower-dimensional than the full 3D model
and recent work has shown that they can be estimated from
2D images [2, 3]. The results are typically noisy and impre-
cise but they provide exactly the kind of information nec-
essary to generateproposals for the probabilistic inference
of 3D human pose. Thus we simplify the 3D problem by
introducing an intermediate 2D estimation stage.

To infer 2D body pose we adopt a generative bottom-up
process. Simple body part detectors provide noisy proba-
bilistic proposals for the location and 2D pose (orientation
and foreshortening) of visible limbs (Fig. 1(b)). To esti-
mate the pose of the limbs we exploit the idea of a 2D loose-
limbed body model [6]. We use a variant of non-parametric
belief propagation (NBP) to infer probability distributions
representing the belief in the 2D pose of each limb (Fig. 1
(c)). The inference algorithm also introduces hidden binary
occlusion variables, and marginalizes over them to account
for occlusion relationships between body parts. The condi-
tional distributions linking 2D body parts are learned from
ground truth data.

This process provides reasonable guesses for 2D body
pose from which to estimate 3D pose. Sminchisescu et
al [8] learned a probabilistic mapping from 2D silhouettes
to 3D pose using a Mixture of Experts (MoE) discrimina-
tive model. We generalize their approach to learn a map-
ping from 2D poses (including joint angles and foreshort-
ening information) to 3D poses. The approach uses a mix-
ture of regularized linear regression models that are trained
from a set of 2D-3D pose pairs obtained from motion cap-
ture data. Sampling from this model provides predicted 3D
poses (Fig. 1(d)), that are appropriate as proposals for
a Bayesian temporal inference process (Fig. 1(e)). Our
multi-stage approach overcomes many of the problems in-
herent in inferring 3D pose directly from image features.
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Figure 1.Example of the hierarchical inference process. (a) monocular input image with bottom up limb proposals overlaid(b); (c)
distribution over 2D limb poses computed using non-parametric belief propagation;(d) sample of a 3D body pose generated from the 2D
pose;(e) illustration of tracking.

3. Related Work

Our approach for 2D pose-estimation, that is based on
loose-limbed body model, is similar in spirit to the dynamic
programming (DP) methods for estimating pictorial struc-
tures but has a number of advantages. Unlike [2] we do
not need to run limb detectors at a dense, discretized set
of joint positions and orientations. Rather we work with a
much sparser set of detections and allow NBP to solve for
continuous valued joint parameters. The pictorial structures
approaches also tend to have problems with multiple parts
explaining the same image regions, leading to sub-optimal
MAP estimates. This is due to the inherent assumption that
a global likelihood can be decomposed into a set of indepen-
dent local terms. Alternatively, our approach [5] allows for
long-range interactions that are required for proper occlu-
sion reasoning; consequently these long-range interactions
create loops in the graph and disallow the use of DP meth-
ods that only work for tree-based graphical models.

The inference of the 3D body pose from intermediate
features has received a good deal of attention with a variety
of machine learning methods being employed [1, 8]. These
previous approaches have focused on directly inferring 3D
pose from 2D silhouettes which may be difficult to obtain.
In general, silhouettes contain less information than our 2D
models which represent all the limbs, the joint angles, and
foreshortening. This helps reduce the ambiguities found in
matching silhouette to 3D models but does not remove am-
biguities altogether.

4. Conclusions

Bottom-up generative approaches such as those in [5]
and [6] provide an attractive paradigm for articulated pose-
estimation and tracking. Their current limitations however
lie in the inference algorithms (such as NBP) that are while
tractable, are still computationally expensive and are inad-
missible for real-time or close to real-time performance on
current hardware. We believe that there is still work to be
done in improving efficiency of these inference algorithms,

as well as in developing novel algorithms for inference in
real-valued graphical models.

Discriminative approaches [1, 8] tend to be faster, but
also tend to generalize worse when it comes to test data that
does not conform to the statistics of the data on which these
discriminative models have been initially trained. This is a
real problem since most discriminative approaches thus far
have resulted to learning from perfect silhouette data (due to
the lack of real data), but are faced with inferring the body
pose from an incomplete and often eroded silhouettes.

We believe that there is something to be gained by com-
bining the discriminative and generative approaches. The
hierarchical framework for 3D pose estimation discussed
here is a step in that direction. We believe that similar
to the object recognition community, where there is cur-
rently much focus on combining generative and discrimi-
native models for better overall performance, there is need
in more forthcoming work that tries to combine these two
schools of approaches for pose estimation and tracking.
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