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Abstract

Understanding images beyond salient actions involves
reasoning about scene context, objects, and the roles they
play in the captured event. Situation recognition has re-
cently been introduced as the task of jointly reasoning about
the verbs (actions) and a set of semantic-role and entity
(noun) pairs in the form of action frames. Labeling an
image with an action frame requires an assignment of val-
ues (nouns) to the roles based on the observed image con-
tent. Among the inherent challenges are the rich condi-
tional structured dependencies between the output role as-
signments and the overall semantic sparsity. In this paper,
we propose a novel mixture-kernel attention graph neural
network (GNN) architecture designed to address these chal-
lenges. Our GNN enables dynamic graph structure during
training and inference, through the use of a graph attention
mechanism, and context-aware interactions between role
pairs. It also alleviates semantic sparsity by representing
graph kernels using a convex combination of learned basis.
We illustrate the efficacy of our model and design choices by
conducting experiments on imSitu benchmark dataset, with
accuracy improvements of up to 10% over state-of-the-art.

1. Introduction
There has been enormous progress in recent years on

standard computer vision tasks that reason about objects
or actions in isolation, including object categorization [6,
15, 16, 19], object detection [8, 9, 13], and even single
image action recognition [33]. However, a more detailed
understanding and comprehension of image content, which
is needed for many real-world applications, remains a sig-
nificant challenge. The problem of situation recognition,
initially proposed by Yatskar et al. [32], is an attempt at
exploring such more detailed understanding. In situation
recognition, the task is to jointly reason about the verbs and
a set of semantic-role and entity pairs. Effectively, the goal
is to label an image with a set of action frames, where each
verb-specific frame consists of a fixed set of roles that define
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Figure 1. Situation recognition involves understanding the image
beyond the salient action. Given the above image of jumping,
the task is to identify who is jumping (jockey), where is the
agent jumping to and from (land), what obstacle is the
agent jumping over (fence) and where the action is taking
place (outdoors).

the context of the action. Instantiating a frame requires an
assignment of values (nouns) to the roles based on observed
image content. The resulting frames allow easy structured
access to much needed semantic information, e.g., who is
performing the action, where the action is taking place and
what may be the outcome. Figure 1 illustrates an example.

Yatskar et al. [32] proposed the initial large-scale dataset
for the task and a baseline model. Later, in [31], they ex-
tended this baseline to include a compositional Conditional
Random Field model that aims to address one of the major
challenges in situation recognition, semantic sparsity1. This
was achieved by encouraging sharing between nouns and
data augmentation. In [17], the authors explore the struc-
tured nature of the problem and propose a Graph Neural
Network (GNN) based architecture that learns to capture
pairwise dependencies between roles. Their model, how-
ever, is limited and assumes that the interactions between
different roles are global, i.e. given a pair of roles, the inter-
action between the roles are independent of the verb. The
model also relies on a static fully connected graph structure
for training and inference, which fails to account for vari-
able interactions between various role-pairs.

1 Semantic sparsity here refers to inability of a training dataset to span
combinatorial number of possible action frame outputs.



Figure 2. Variable Conditional Dependencies. Roles associated
with a verb (e.g., swinging here) need to propagate information
differently depending on the image (right). Note that the predicted
graph attention, learned by our model, is indeed different in the
two cases (left); suggesting that our model is flexible enough to
accommodate such variable interactions within the same verb.

Consider examples illustrated in Figure 2 (right). For
the first image, given that the agent is a monkey and
action is swinging, it is more likely that the place
where the action is taking place is a forest and the
carrier is a vine. Alternatively, for the second im-
age, the presence of a swing should intuitively increase
the probability that the agent is a person and that the
action is taking place outdoors. In other words, for the
same action frame instantiated by a verb swinging, in the
top image the more salient visual component is the agent;
in the bottom image it is carrier. As such, intuitively,
the propagation of contextual information should be differ-
ent in the two cases. However, prior models [17] are not
able to accommodate such flexibility and assume fixed flow
of contextual information among the roles.

To address these limitations, we propose an extension
and generalization of the GNN approach introduced in [17].
In doing so, we make a number of core algorithmic contri-
butions. First, our GNN architecture enables dynamic graph
structure during training and inference, through the use of a
graph attention mechanism, and context-aware interactions
between role pairs. As a result, the graph structure learned
by our model can accommodate the intuitions discussed in
the last paragraph; see the attention maps in Figure 2 (left).
Second, to alleviate semantic sparsity, we construct the ker-
nel matrix (for a given image) through convex combination
of a set of basis kernels that are shared across all the im-
ages during learning. Intuitively, this facilitates sharing of
kernels among related verbs through amortized learning and
inference. Additionally, the set of disentangled learned ba-

sis kernels aids in modelling the varied flow of information
between the nodes in the graph depending on the input. The
resulting end-to-end approach results in substantial overall
improvement of upto 10% over the state-of-the-art on the
imSitu benchmark dataset [32].

Contributions: Our main contribution is a novel mixture-
kernel graph attention network architecture designed specif-
ically for the problem of situation recognition. Our GNN ar-
chitecture enables dynamic graph structure during training
and inference, through the use of a graph attention mech-
anism, and context-aware interactions between role pairs.
It also alleviates semantic sparsity by learning a set of ba-
sis kernels that are shared across all images. We further
show that [17] is a special case of our model. Finally, we
illustrate efficacy of our architecture and design choices by
conducting experiments on imSitu benchmark dataset [32];
illustrating overall improvement of upto 10% over the state-
of-the-art. We also conduct ablation studies to show the role
of individual components.

2. Related Work

Image and video understanding has been widely studied
in computer vision. Various tasks such as scene classifi-
cation [34], activity recognition [20, 28], visual question
answering [2], and image captioning [1, 12, 24, 29] have
aimed at better understanding of image content. Of recent
interest has been the task of situation recognition in images
[17, 31, 32] and videos [27], which is the focus of this paper.
We review most relevant literature below.

Situation recognition. Situation recognition generalizes
the task of activity recognition to include information re-
garding participating actors, objects, location and their in-
teractions with each other. Yatskar et al. [32] introduced the
imSitu dataset that associates images with a verb, represent-
ing the salient action, and a set of semantic role-pair nouns,
with entities derived from WordNet [7] and FrameNet [3]
respectively. They proposed a baseline CRF model that
learns to jointly predict a tuple containing the verb and verb-
role-pair triplets. In a follow-up work [31], they address the
issue of semantic sparsity in the dataset and propose a ten-
sor composition function along with methods to augment
the dataset to further enhance performance. Mallaya et al.
[21], pose the situation recognition task as a sequential pre-
diction of noun entities corresponding to the image verb in
an arbitrary but fixed order. Under such a setup, they train
an LSTM network to predict the sequence of nouns related
to given roles in the frame and show how a model trained
for the task of situation recognition can be used to caption
images and answer questions regarding the image. Li et al.
[17] further generalize this setup and use a Graph Neural
Network to propagate information between roles and to re-
move the sequential dependencies between them.



Graph Neural Networks. Graph neural networks are neu-
ral nets that operate on graphs and structure their computa-
tion accordingly. Applying convolution on graphs is non-
trivial due to the large variance in their structure. Various
approaches have been proposed that aim to solve this task.
Henaff et al. [10], makes use of graph convolutions from
spectral graph theory to define parametrized filters similar
to Convolutional Neural Networks. Defferard et al. [5] ap-
proximate the filters in the spectral domain using Cheby-
shev polynomials in order to bridge the gap between fast
heuristics and slow spectral approach. Kipf and Welling
[14] introduce further simplifications to spectral convolu-
tion framework, which allows convolutions on a graph by
applying feedforward neural networks to the nodes in a re-
current manner. Velickovic et al. [26] leverage masked self-
attention layers that learn to attend to neighborhood infor-
mation and thereby address previous shortcomings.

Recently there has been a rapid growth in the popularity
and scope of graph neural networks in the field of computer
vision for tasks like object detection [11] and image classi-
fication [4]. In our work, we build on Gated Graph Neural
Networks [18] that address the issue of contraction map as-
sumption in [23], by updating the node states using a gating
function. We also apply attention [26] over local computa-
tion, to allow more flexible propagation. Finally, we intro-
duce a novel mixture-kernel which facilitates information
sharing and amortized inference and learning.

3. Approach

The imSitu dataset assumes discrete sets of verbs V ,
nouns N and frames F for situation recognition. Each
frame f ∈ F is associated with a set of semantic roles
Ef . Semantic roles, e ∈ Ef , are associated with a noun
ne ∈ N ∪ {φ}, where φ specifies that the noun is either
unknown or not applicable. The set of pairs of seman-
tic roles and nouns are referred to as a realized frame,
Rf = {(e, ne) : e ∈ Ef}. Given an image, the task then
is to predict S = (v,Rf ), where v ∈ V is the salient
action corresponding to the image and Rf its correspond-
ing realized frame. For example, consider the image in
Figure 1. The realized frame corresponding to the verb
jumping consists of five role-value pairs i.e. {(agent,
jockey), (source, land), (obstacle, fence),

(destination, land), (place, outdoor)}.

Situation recognition as graph inference task. Verbs and
semantic roles corresponding to an image are strongly de-
pendant on one another. In order to model such depen-
dencies, we present the task of situation recognition as a
graph based inference problem. Given an instance from the
dataset, we instantiate a graph G = (A,B). The nodes in
the graph a ∈ A represent the roles associated with the im-
age and assume values from N . The edges in the graph

b ∈ B, directed or undirected, encode the dependencies be-
tween the roles.

3.1. Graph Neural Networks

In our work, we use Gated Graph Neural Networks, for
predicting the situation given an image. Figure 3 shows an
overview of the proposed model architecture. Given an im-
age, I, with associated verb v ∈ V we first instantiate a
graph GI = (A,B), where the number of nodes, |A|, is
equal to the number of roles in the frame Ef corresponding
to v. The hidden states of the nodes, a ∈ A, are initialized
as

h0a = ReLU(Winφn(i)�Wee�Wv v̂), (1)

where φn(i) are the features obtained from the penultimate
fully connected layer of a VGG-16 network trained to pre-
dict the nouns in a given image, v̂ and e correspond to the
one-hot encoding of the predicted verb and role correspond-
ing to the node. We and Wv are the role and verb embed-
ding matrices respectively. Win is a transformation matrix
that maps the features obtained from the CNN to the space
of hidden representation of the graph and � is an element
wise multiplication operation. The hidden states of each
node are updated in a recurrent manner. At time t, the prop-
agation of information between the nodes is governed by:

xta = ACCUMULATE (t)
(
{ht−1a′ : a′ ∈ Na}

)
hta = COMBINE (t)(ht−1a , xta),

(2)

where Na is the set of neighbours of a. The choice of
ACCUMULATE t(·) and COMBINE t(·) dictate the power
of the Graph Neural Network [30] and is therefore crucial.
In our model, we formulate the ACCUMULATE function
as:

xta =
∑

(a,a′)∈B

αaa′

(
d∑

k=1

ckWk

)
ht−1a′

=

d∑
k=1

ck

 ∑
(a,a′)∈B

αaa′Wkh
t−1
a′

 (3)

where Wk are basis kernels that are used for modeling
the interaction between the nodes, ck are the associated
weights, d is the dimension of the kernel vector space and
αaa′ are weights corresponding to the edge between the
nodes a and a′. The edge weights are derived using an at-
tention mechanism similar to [26]. Representing the kernel
as a mixture of basis kernels allows us to decompose our
graph into a set of independent graphs that learns a disjoint
set of embeddings for the nodes. The details for learning
the basis kernels are described in Section 3.3.

The COMBINE step is formulated using a gated mecha-
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Figure 3. Model Architecture. Figure show the overall architecture of the model (for d = 3). The image is passed though a verb prediction
model to obtain the probability distribution over possible actions (verbs) in the image. We then transform into the kernel vector space
dimension to obtain the membership weights of the basis. A graph is instantiated with each of the basis kernel followed by information
propagation between the nodes. The graphs are then summed up using the learned membership weights to obtain the final node features.

nism similar to [18] as:

zta = σ(Wz · [ht−1a , xta])

rta = σ(Wr · [ht−1a , xta])

h̃ta = tanh(Wh · [rta � ht−1a , xta]

hta = (1− zta)� ht−1a + zta � h̃ta

(4)

where ra and za are the reset and the update gates, Wz ,
Wr, Wh are the weights of the update functions. Such a
state update mechanism allows information to be combined
slowly, ensuring that information from previous time steps
is not lost. After some steps, T , of propagation, the updated
hidden states are used to predict the nouns corresponding to
each of the roles as

pe:n = σ(Wchae
), (5)

where pe:n is the noun associated with the role e, σ is a
softmax function and Wc are the weights for the noun clas-
sifier. The classifier is shared across all the nodes to address
the issue of semantic sparsity inherent to the problem.

Loss. The imSitu dataset provides three sets of annotations
for each image. We accumulate the cross-entropy at the
noun nodes for all annotations, where ye:n is the ground
truth noun for role e corresponding to image i:

L =
∑
i

3∑
j=1

(
1

|Ef |
∑
e

ye:n log(pe:n)

)
. (6)

During inference, we first predict the distribution over
all possible verbs and pick the output with the highest

probability as the salient action. The nodes in the graph
corresponding to the image are then constructed by re-
trieving the set of roles associated with its verb and their
states are initialized using (1). The kernel for the graph
is then constructed from a convex combination of the
basis kernels with their weights derived from the softmax
layer of the verb prediction model. The features of the
hidden states are refined by propagating and accumulating
information from the neighboring nodes for a fixed number
of time steps T in accordance with (3). The final output is
then obtained by selecting the nouns corresponding to the
highest score from the softmax output of the noun classifier.

3.2. Dynamic Graph Structure

The interaction between the nodes in the graph vary de-
pending on what roles are associated with it. For exam-
ple, in Figure 2, given the presence of a monkey in the
image, it is highly likely that the carrier of the action
is a vine. Similarly, we can deduce that the agent is
most likely to be a person given that the carrier is a
swing. Such conditional dependencies between role pairs
can be hard to characterize as they vary even for a single
verb. By modelling the edge weights to be function of node
features that they connect, we can model such dependencies
easily. Specifically, in our model, we learn the edge weights
αaa′ by using an attention mechanism similar to [26]. The
weights αaa′ are calculated as:

eaa′ = a(Wattnha,Wattnha′)

αaa′ =
exp (eaa′)∑

{a′′∈Na} exp (eaa′′)

(7)



Figure 4. Learned Adjacency Matrices. The variable interaction between the role nodes is modeled explicitly using an attention mech-
anism where the attention score correspond to the entries in the adjacency matrix. In the figure above we visualize the adjacency matrix
generated during inference for two different instances of the verbs punching (top) and flipping (bottom).

whereWattn is the attention kernel, a is the attention mech-
anism and Na is the set of all neighbors of a in the graph.
The weights αaa′ force the model to learn the relative im-
portance of nodes w.r.t. a given node and thereby propagat-
ing information that is only relevant to it.

The attention mechanism learned by the model is visual-
ized in Figure 4. We observe that the learned edge weights
correspond to the relative importance of the nodes w.r.t.
each other. Also the dependencies learned vary depend-
ing on the image context. For instance, the top row shows
two examples for the verb punching. In the first case,
given that the victim is dough, it is highly likely that
the place is kitchen and that the agent is a cook
as opposed to the second image, where information about
the place – boxing ring suggest that the victim is
a boxer and the body part a face suggest agent
is a boxer. The bottom row depicts two examples of
flipping. In the first image, knowing that a pancake
is being flipped increases the probability of the tool
being pan and agent being a man. Also, the presence of
a pan indicates that the place is most likely a kitchen.
Similarly, in the second image, knowing that the book is
being flipped makes it very likely that the tool used
is a hand. Likewise, the information about tool helps
conclude that the agent is a person.

It can be observed that the diagonal entries of the adja-
cency matrix are generally low as compared to the rest. This
is due to the soft-update that is applied to the hidden state
features. Each node initially contains its own features and
retains them while incorporating new information from the
neighboring nodes.

3.3. Context-aware interaction

Depending on the action in the image, the interaction be-
tween the role nodes can differ. For example, the interac-
tion between agent and place for skidding is differ-
ent from what it would be in case of repairing. While
different edge weights reason about the relative importance
of nodes with respect to one another, the actual transforma-
tion of features into valuable information is achieved by the
graph kernel. Modeling the graph neural network with a
fixed global propagation matrix/kernel will force the model
to learn a generalized view of information entanglement be-
tween the role nodes. It is possible that the attention mecha-
nism could learn weights to adjust for variable information
propagation, but as seen in Figure 2 the variance in inter-
action is high even within a given verb set and hence the
model can benefit from the decoupling of image based and
role-based interactions as shown in Section 4.1.

To incorporate such image dependant interaction, we
model the kernel matrix as a convex combination of basis
kernels. For a given image, the model is then trained to learn
a set of membership weights for each of the basis kernel.
To determine the dimension of the kernel vector space, we
study the semantic similarity between the 512 verbs in the
dataset. Based on the similarity of the role frames, we find
that the verbs can be divided into 252 groups, with verbs
in each group sharing the same role frame. Such a group-
ing is logical as role frames in the imSitu dataset are based
on FrameNet [3] which is derived from theory of mean-
ing (a.k.a., frame semantics) in computational linguistics.
Frames in the FrameNet are, by design, meant to provide
generic semantic representation. As such, verbs that share



frame definitions tend to be semantically similar. Given the
kernel vector space, the propagation kernel (WI) for an im-
age (I) is obtained as

WI =

252∑
k=1

ckWk, (8)

where Wk are the basis kernels and ck are their correspond-
ing weights. The weights ck are obtained from the softmax
layer of the verb-prediction model followed by a differen-
tiable transformation to a 252 dimensional space. This al-
lows us to train the entire network (verb and frame predic-
tion model) in an end-to-end manner.

While one can, as an alternative, use a single kernel for
each verb, this is not advisable. First, semantic sparsity is
a problem intrinsic to the task of situation recognition; as
such, sharing parameters across similar verbs is beneficial.
Second, certain images may not be categorized as belong-
ing to a single verb. In both cases, constructing a dynamic
kernel conditioned on the image content is very helpful.

Relationship to Other Models. The graph neural network
based model proposed in [17] can be viewed as a special
case of our model where the graphs are generated statically
with all edge-weights, αaa′ set to one and a single kernel
is shared over all the images in the dataset, i.e. Wk = Wp

and ck = 1
d for 1 ≤ k ≤ d. Under such restrictions, the

information propagation then takes the form

xta =
∑

(a′,a)∈B

Wph
t−1
a′ . (9)

4. Experiments
Implementation Details. To initialize the graph network
we have to extract features that are relevant to the verb and
nouns present in the image. For this, we use two pre-trained
VGG-16 networks [25], and fine-tune all the layers. The
first network is trained to predict verbs given an image from
the imSitu dataset which is then used to determine the struc-
ture of the graph network. The second network is fine-tuned
on the task of multi-label classification, where given an im-
age the model predicts all the role-values associated with
it. We then remove the last fully connected layer to obtain
the feature vector φn(i), in (1). The network, including the
verb prediction and role-frame prediction model are trained
together in an end-to-end manner.

For all experiments, we fix the number of propagation
steps T to 4 throughout training and testing. Since all the
nodes are connected to each other initially and the graphs
can have a maximum of 6 nodes, propagating information
for more number of step will not provide a significant boost
in the model performance; see the effect of T in Table 1.

Optimization. All the models are implemented in PyTorch
[22]. The models are trained using Adam, with a learning

T= 0 T= 1 T= 2 T= 3 T= 4

Value 58.13 67.72 70.56 72.18 72.93
Table 1. Performance as a function of propagation steps T .

rate of 3e−4 and mini-batch size of 64 for the single kernel
models. For training the mixture-kernel model, we use an
initial learning rate of 3e− 4 while pre-training and 3e− 6
while fine-tuning for the basis kernels.

Evaluation. We use the standard data split for imSitu with
75k annotated images in the train set, 25k in development
and 25k in the test. Each image is associated with three
different annotations. During testing, we compare with all
the available annotations and report the final score.

Following [32], for each of top-1 and top-5 predicted
verbs, we report three metrics: (a) verb: the performance
of the verb prediction model, (b) value: measures the per-
formance of role-value tuple prediction which is considered
to be correct if it matches any one of the tuples among
the three ground truth annotations, (c) value-all: measures
the realized-frame prediction performance, which is con-
sidered correct if all the role-value pairs match any one
of the given ground truth annotations completely. When
the ground truth verb is provided we report the value and
value-all metric. This provides an upper bound on the per-
formance of the role frame prediction model. Finally, we
report the mean, the average of all the scores over top-1
predicted, top-5 predicted, and ground truth verbs.

4.1. Results and Analysis

Comparison with state-of-art We compare the perfor-
mance of our model against previous approaches, mainly
[17, 21, 31, 32], on both the dev and test set in Table 2.

Our verb-prediction model performance is significantly
better than all the previous methods. We attribute this to the
implicit use of loss from frame prediction as an auxiliary
loss to train the verb-prediction model. We achieve the best
performance on all the metrics when using top-1 predicted,
top-5 predicted and ground truth verbs. For the value met-
ric, our model yields 8% improvement when using top-1
predicted verb, 10% with top-5 predicted verb and nearly
2% when the ground truth verbs are provided along with
the test image. Our model also achieves a 4% improvement
in the mean score.

We note that Fully-connected Graph uses beam search
over the predicted verbs in order to improve performance
for value metric when ground truth is not available and
Tensor-Composition + reg uses semantic augmentation to
obtain more training data. Despite not doing either of these,
our model achieves the best performance. This improve-
ment can be attributed to the use of a dynamic graph struc-
ture, that is defined by the roles and verb, and a context-
aware kernel construction that allows for more efficient
propagation of information.



top-1 predicted verb top-5 predicted verb ground truth verb

verb value value-all verb value value-all value value-all mean

dev

CNN + CRF [32] 32.25 24.56 14.28 58.64 42.68 22.75 65.90 29.50 36.32
Tensor-Composition + reg [31] 34.20 25.39 15.61 62.21 46.72 25.66 70.80 34.82 39.57
Fusion, VGG + RNN [21] 36.11 27.74 16.60 63.11 47.09 26.48 70.48 35.56 40.40
Fully-connected Graph [17] 36.93 27.52 19.15 61.80 45.23 29.98 68.89 41.07 41.32
Ours 43.21 35.18 19.46 68.55 56.32 30.56 73.14 41.68 46.01

test

CNN + CRF [32] 32.34 24.64 14.19 58.88 42.67 22.55 65.66 28.69 36.25
Tensor Composition + reg [31] 34.12 26.45 15.51 62.59 46.88 25.46 70.44 34.38 39.48
Fusion, VGG + RNN [21] 35.90 27.45 16.36 63.08 46.88 26.06 70.27 35.25 40.16
Fully-connected Graph [17] 36.72 27.52 19.25 61.90 45.39 29.96 69.16 41.36 41.40
Ours 43.27 35.41 19.38 68.72 55.62 30.29 72.92 42.35 45.91

Table 2. We compare our situation recognition model against current state-of-the-art on the development and test set. Our model achieves
the best performance on all metric for top-1 predicted, top-5 predicted and ground truth verbs. We also showcase a significant improvement
in the mean score over all the previously proposed models. The best performances are shown in bold and second best in italics.

top-1 predicted verb top-5 predicted verb ground truth verb

value value-all value value-all value value-all mean

test

GGNN 31.16 14.34 53.69 25.23 67.32 37.32 38.19
GGNN + attn 33.64 16.00 54.59 26.90 69.40 38.83 39.89
GGNN + multi-kernel 33.35 15.78 54.04 26.32 67.96 38.21 39.27
GGNN + mutli-kernel + attn 34.83 17.52 54.91 27.85 71.19 39.68 40.99
GGNN + mixture-kernel + attn 35.41 19.38 55.62 30.29 72.92 42.35 42.66

Table 3. We study the impact of different components on the model performance. The best performances are shown in bold

Ablation Study. We study the effect of different compo-
nents of our model in Table 3. As expected the model per-
forms the best with both the mixture-kernel and attention
component and provides a boost of 5% in value metric when
ground truth verbs are provided and an increase of nearly
4% on the mean metric as compared to the naive GGNN.
Removing either of components leads to performance loss.

We also experiment on a different variant (multi-kernel
model) in which we use a hard assignment of kernel given
the verb in an image. For the multi-kernel model, we first
group together verbs based on their role-frame similarity
and assign a kernel for each group. The ACCUMULATE
function under such a setup is given by:

xta =
∑

(a,a′)∈B

αaa′Wpv
ht−1a′ (10)

where pv refers to the verb associated with the image and
Wpv

is the kernel assigned to the verbs in the verb group pv .
This corresponds to the case where ci = 1 when i = pv and
0 otherwise in (3). The boost in performance when adding
the multi-kernel is less than that of the attention mechanism.
This is due to a large number of kernels in the model and in-
sufficient data to optimize some of the kernels. The mixture
kernel model is oblivious to this issue as every basis kernel
is trained using all the examples in the training set.

Basis weights
Predicted Random

Value 72.96 64.26
Value-all 42.35 26.85

Table 4. Effect of using the random weights for the basis kernel.

In order to ensure that the basis kernels do learn some-
thing that is semantically meaningful, we conduct an abla-
tion experiment where we randomly permute the weights
(ci) of the basis during test time and study its impact on
the performance. As shown in table 4, we observe a drop in
value and value all metric of about 6% and 16% respectively
when the ground truth verbs are provided.

Finally, we measure the impact of removing random
edges from the graph. We show the value score obtained
after randomly removing 25%, 50% and 75% of the edges
from the graph with ground truth verbs provided in Table 5.

Edges removed 25% 50% 75%
Value 68.34 65.81 61.18

Table 5. Effect of removing edges from the graph.

Qualitative Analysis. Figure 5 shows some of the predicted
situations for instances in the test set. The top two rows
showcase several examples of instances where our model
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Figure 5. Qualitative results. The top two row show results where our model gets all the role-pair predictions correct. The bottom row
depicts examples which contain typical errors in prediction of the role values.

predicts the frame correctly. The bottom row contains ex-
amples where our model makes some errors in predicting
the role values. While the first two instances do predict
nouns incorrectly, the predictions for the latter three are in
fact reasonable. For example in the case of clipping,
our model predicts that the tool used is a clipper,
however, the ground truth annotation labels it as a hedge
trimmer. Similarly, for welding our model predicts that
the item being used as a metallic element which is
not too far from the ground truth label, alloy, in terms of
meaning. For the last image, our model predicts the place
as classroom which is more informative given the image
as opposed to outside or outdoor in the ground truth.

5. Conclusion
We present a model that learns to recognize the situa-

tion in a given image by predicting its salient action along
with participating actor, objects, locations, and their inter-
actions. Our approach learns to model varying interactions
between role nodes depending on the roles themselves and
the image context through the use of mixture kernel graph
attention network. On imSitu dataset our model leads to im-
provements of up to 10% in value metric and a 4% improve-
ment overall on average. We also present analysis of how
different components in the model impact the performance.
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