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Abstract of “Continuous-state Graphical Models for Object Localization, Pose Estimation and Track-

ing” by Leonid Sigal, Ph.D., Brown University, May 2008.

Reasoning about pose and motion of objects, based on images or video, is an important task for many ma-

chine vision applications. Estimating the pose of articulated objects such as people and animals is particularly

challenging due to the complexity of the possible poses yet has applications in computer vision, medicine,

biology, animation, and entertainment. Realistic naturalscenes, object motion, noise in the image obser-

vations, incomplete evidence that arises from occlusions,and high dimensionality of the pose itself are all

challenges that need to be addressed. In this thesis we propose a class of approaches that model objects using

continuous-state graphical models. We show that these approaches can be used to effectively model complex

objects by allowing tractable and robust inference algorithms that are able to infer pose of these objects in the

presence of realistic appearance variations and articulations.

We use continuous-state graphical models to model both rigid and articulated object structures; where nodes

correspond to parts of objects and edges represent the constraints between parts encoded as statistical dis-

tributions. For rigid objects, these constraints can modelspatial and temporal relationships between parts;

for articulated objects kinematic, inter-penetration andocclusion relationships. Localization, pose estima-

tion, and tracking can then be formulated as inference in these graphical models. This has a number of

advantages over more traditional methods. First, these models allow inference algorithms that scale linearly

with the number of body parts by breaking up the high-dimensional search for pose into a number of lower-

dimensional collaborative searches. Secondly, partial occlusions can be dealt with robustly by propagating

spatial information between parts. Thirdly, ”bottom-up” information can be incorporated directly and effec-

tively into the inference process, helping the algorithm torecover from transient tracking failures. We show

that these hierarchical continuous-state graphical models can be used to solve the challenging problem of

inferring the 3D pose of the person from a single monocular image.



CHAPTER 1

Introduction

Images and video provide rich low-level cues about the scenes and the objects in them. The goal of machine

vision is to develop approaches for extracting meaningful semantic knowledge from these low-level cues; for

example, in the case of robotics, allowing direct interaction of the computer with the real world. This is chal-

lenging because of the large variability that exists in imaging conditions and objects themselves. Objects that

belong to same semantic classes can appear differently, image differently, and even act differently. Objects

like cars vary in size, shape and color; people in weight, body shape and size/age. Motion of these objects

is often complex and is governed by physical interactions with the environment (e.g.balance, gravity) and

higher order cognition tasks like intent.

All these challenges make it impossible to determine the regions of the image that belong to a particular

object, or part of the object, directly. Computer vision algorithms must propagate information both spatially

and temporally, to effectively resolve ambiguities that arise, by inferring globally plausible and temporally

persistent interpretations. Statistical methods are often used for these tasks, to allow reasoning in the pres-

ence of uncertainty.Graphical modelsprovide a powerful paradigm for intuitively describing thestatistical

relationships precisely and in a modular fashion. These models effectively represent statistical and condi-

tional independence relationships between variables, andallow tractable inference algorithms that make use

of encoded conditional independence structure. In computer vision, inference algorithms for these graphical

models need to be developed to handle the high-dimensionality of the parameter-space, complex statistical

relationships between variables and the continuous natureof the variables themselves.

This thesis will concentrate on localizing, estimating thepose of and tracking rigid and articulated ob-

jects (most notably people) in images and video. Estimatingthe pose of people is particularly interesting

because of a variety of applications in rehabilitation medicine, sports and the entertainment industry. Pose

estimation and tracking can also serve as a front end for higher level cognitive reasoning in surveillance or

image understanding. Localizing and tracking articulatedstructures like people, however, is challenging due

to the additional degrees of freedom imposed by the articulations (compared with rigid objects). In general

the search space grows exponentially with the number of parts and the degrees of freedom associated with

each joint connecting these parts, making most straight forward search algorithms intractable. The recur-

ring theme of this thesis will be the merge of Monte Carlo sampling and non-parametric inference methods

with graphical models, resulting in tractable and distributed inference algorithms for localizing and tracking

objects in 2D and 3D. We will also advocate the use of a hierarchical inference approach for mediating the

2
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(a) (b)

Figure 1.1:Localizing and tracking rigid objects in video. In (a) part-based representation of a vehicle
class object is shown. Object itself is shown in cyan and4 rigid image-based parts in terms of which it is
modeled in red, yellow, green and blue. Results of localizing and subsequently tracking the object through
a short sequence are shown in (b). Results on two representative frames,50 frames apart, obtained from the
car-mounted moving camera are shown. Notice the variation in lighting in the two video frames.

complexity of harder inference problems.

We will first describe the problem of pose estimation and tracking as it applies to rigid and articulated

objects. We will then describe a kinematic model and the corresponding Monte Carlo sampling methods,

which have successfully been applied to track articulated objects given an initial pose (often supplied man-

ually at the first frame). We will then consider a more generalproblem of tracking people automatically, by

first inferring the pose of the person and then incorporatingtemporal consistency constraints in a collabora-

tive inference framework. We will show that we have made contributions in all aspects of this problem by

addressing modeling choices, inference, likelihoods and priors.

1.1 Object Localization and Tracking

The most natural use of machine vision is to detect, recognize, localize and track objects in the scene.Detec-

tion deals with finding if objects are present,recognitionwith finding what objects are present,localization

with finding where they are, andtrackingwith following them as they move in the scene. In this thesis we will

concentrate on localization and tracking and to some extentdetection1. Recognition is an interesting problem

in its own right and we refer the reader to [57, 60, 61, 224] forsome of the latest work in this research area.

In localization, the goal is to find the pose of the object. For example, the pose of rigid objects can often be

described in terms of 3D position and orientation of the object in the scene,i.e. a vector∈ R
6. Depending

on the task it may also be sufficient to describe the pose of theobject in the image plane in which case only

4 parameters are needed: 2D position, orientation, and scale. The latter representation is more suited for

presence/absence detection, where as the former is more natural for spatial reasoning in the scene.

Tracking deals with finding the pose of an object at every frame in the image sequence. In tracking,

models of motion/dynamics for objects are often used to robustly and efficiently localize them given the short

history of estimates from previous frames. Tracking can be (and sometimes is [173]) replaced by localization

at every frame. While this ensures that estimates are not subject to drift (accumulation of error resulting from

propagating estimates from frame to frame), it often produces very noisy results. Incorporating temporal

1Since most generative approaches tend to model the locationof the object along with appearance of the object itself, detection and
localization are often one and the same. Hence from now on we will tend to use these two terms interchangeably. There are some
detection algorithms that are specifically designed to be invariant to the location of the object. In such cases a separate localization stage
is needed to pinpoint where the object is in an image once its presence is established.
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(a) (b)

Figure 1.2:Articulated pose estimation.Figure (a) shows the loose-limbed body model used for inference
of articulated pose and tracking; (b) shows the results of applying the model in (a) for inference of 3D pose
from a single4-view image. The3 instances of the model being applied are shown from left to right in (b),
with projections of the 3D model onto each of the4-views from top to bottom.

consistency tends to smooth and regularize the results especially in the presence of inter-frame appearance

variations.

One of the biggest challenges in object detection and localization is the variability in appearance, size and

shape of objects. It has been shown however [59, 62, 144, 249]that for some classes of objects this variation

is mostly due to the placement and not the appearance of individual parts. Lets take for example vehicles;

while vehicles may look different (see Figure 1.4 (a)), they all have similar parts like the bumper, hood, and

headlights, and differ mostly in the relative placement/arrangement of these parts.

Armed with this intuition we model objects using a part-based graphical model representation. We use

two-layer graphical models to model two classes of objects,pedestrians and vehicles. In this framework we

combine object detection/localization with tracking in a single unified framework, which allows us to achieve

more robust solutions to both problems. Tracking can make use of object detection for initialization and

re-initialization during transient failures, while object detection can benefit from the temporal consistency

provided by the tracking over time. Modeling objects by arrangement of imaged-based parts that are spatially

constrained (using learned statistical dependencies encoded by edges in our graphical model), facilitates

detection, localization, and tracking of rigid objects under local deformations, partial occlusions and local

lighting variations. This results in a tractable unified framework that shows promise for simultaneous object

detection/localization and tracking. Examples of the results obtained using our model are shown in Figure 1.1.
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1.2 Articulated Pose Estimation and Tracking

Articulated objects consist of a number of rigid parts connected by joints. Examples of such objects include

people2, animals2 and man-made machines. In this thesis we will concentrate primarily on people, while

similar approaches can be applied to other articulated objects (e.g.animals [170], hands [219],etc.). The

pose of the articulated object refers not only to the position and orientation of the object in the scene but

also to the configuration that it assumes. In the case of people this corresponds to posture, and is most often

described by a set of parameters that encode the global 3D position and orientation of the torso in the scene,

and 3D joint angles that account for 3D rotation of each limb relative to the torso. This results in a state-

space vector representation of the pose∈ R
d, whered ∈ {30, ..., 60} depending on granularity of the model.

A slightly more compact representation can be obtained by looking at the pose of the body in the image

plane rather then the scene. In both cases, and even at coarsegranularity, this leads to very high-dimensional

continuous representation of the pose. Searching for the pose in this high-dimensional state-space using

standard methods, which often scale exponentially with dimensionality, quickly becomes intractable.

One way of battling the high-dimensionality is using local search techniques [52] with good initialization;

this is an approach most articulated tracking algorithms have taken in early years. This of course assumes that

a good initialization is available or can be obtained from a cooperating subject via a predefined procedure.

This is ineffective, however, if initialization is unavailable or the subject is unaware, which is often the case

if our goal is to build autonomous machine vision systems. One alternative is to apply a dimensionality

reduction technique and search for the pose in lower dimensional space. While there are clearly correlations

between body parts that allow balance and coordination, thehuman pose manifold is complex and cannot

effectively be modeled using linear low-dimensional embeddings like Principle Components Analysis (PCA)

[228]. Even more sophisticated methods like Locally LinearEmbedding (LLE) [55] or Gaussian Processes

[226, 227] usually require motion to be constrained to a single relatively simple class of actions (e.g.walking

[55, 227], running, golf swing [227],etc.) to learn a good low-dimensional representation. Video sequences

provide additional temporal constraints that often help regularize single frame estimates, and can significantly

reduce the search time by ruling out large portions of the search space.

Instead of attempting to battle the dimensionality of the state-space and complexity of motion directly,

we formulate the problem of pose estimation and tracking as one of inference in a graphical model. The

nodes in this graph correspond to parts (or limbs) of the bodyand edges to kinematic, inter-penetration and

occlusion constraints imposed by the structure of the body and the imaging process. This model, which we

call a loose-limbed body model, allows us to infer the 3D pose of the body effectively and efficiently from

multiple synchronized views; or a 2D pose of the body from a single monocular image, in time linear in

the number of articulated parts. Since discretization of rotation and position in 3D space is implausible3 we

work directly with continuous variables, and use variants of Particle Message Passing (PAMPAS) [99] for

inference.

Discretization in 2D is possible [59, 169], due to the lower-dimensionality and the more natural discrete

representation of the pixel grid. However, to ensure that the inference is tractable, the structure of the discrete

2Actually people and animals have only approximately rigid parts. For the purposes of this thesis, however, we will assume rigidity
and ignore non-rigid skin and muscle deformations.

3Discretizing moderate5 m× 5 m× 2 mspace even coarsely at granularity of10 cmand10 degrees, would require36×36×36×
50 × 50 × 20 = 2.3 billion bins.
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(a) Image/Features (b) Part Proposals (c) 2D Pose Estimation (e) Tracking(d) Sampled 3D Pose

Distribution

Most Likely Sample

Figure 1.3: Hierarchical articulate 3D pose inference from monocular image(s). (a)monocular input
image with bottom up limb proposals overlaid(b); (c) distribution over 2D limb poses computed using non-
parametric belief propagation;(d) sample of a 3D body pose generated from the 2D pose;(e) illustration of
tracking.

graphical model has to be reduced to a tree, for which fast algorithms exist [59]. These tree-structured mod-

els, however, are unable to represent important occlusion relationships that require long range interactions

between left and right sides of the body. This results in models for which maximum a posteriori (MAP)

estimates often prefer incorrect solutions [122, 196]. To deal with this, we propose an extension to our

loose-limbed body model that explicitly accounts for occlusions [196] using per-pixel binary variables. The

developed inference algorithm works over loopy graphs, accounts for occlusions, and can tractably infer the

pose with marginal overhead compared with continuous-state tree structured model.

Sometimes it may be useful to infer articulated 3D pose from asingle monocular image. This most

general case is challenging because of the inherent depth ambiguities. Even with perfect observations and

moderate assumptions on the size and shape of the body, the 3Dpose of individual limbs is too unconstrained

to be modeled effectively even using non-parametric methods. Instead, we introduce a hierarchical inference

framework, where we first infer the 2D pose of the body in the image plane, then infer the 3D pose from the

2D body pose estimates and lastly apply the temporal continuity (tracking) at the 3D pose level. This leads

to two important benefits: (1) it helps to reduce the depth and projection ambiguities by looking at a full 2D

body pose rather then the pose of individual limbs, and (2) it gives modular, tractable and fully probabilistic

solution that allows inference of 3D pose from a single monocular image in the unsupervised fashion.

The presented framework is more general than person pose estimation or tracking. It represents an in-

stance of a more general hierarchical inference process forobject detection, where different levels of repre-

sentation cooperate in inferring the scene using a probabilistic framework. In this framework complex objects

are described using a hierarchy of simpler representations; for example, objects can be represented by col-

lections of parts, parts by collections of features, and features by responses of simple operators applied to the

image.

1.3 Challenges

Complex appearance and motion of objects as well as imaging conditions lead to many challenges for vision

approaches that attempt to localize, estimate the pose of and track objects. Some of these challenges are in-

herent and result in ambiguities that can only be resolved with prior knowledge; others lead to computational
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(a)

(b) (c) (d)

Figure 1.4:Challenges in localizing and tracking objects in video.Top row (a) shows the variation in the
appearance of rigid object,cars; bottom row shows the shape variation (b), self-occlusions (c), and effects of
clothing (d) on the articulated objects,people.

burdens that require clever engineering solutions. We willdescribe some of these challenges in this section.

Differences in appearances and shape.Similar objects can vary significantly in physical size, shape,

texture and color. Figure 1.4 shows the large variation in the class of (mostly) rigid objects such as cars (a),

and even more severe variation in articulated objects such as people in (b). In (b) the sumo wrestler appears

at least twice the size of the children, and is likely more then 4 times the weight. These severe variations in

size and shape will also result in the differences in motion,often resulting in a more agile motion for slimmer

and lighter objects. A good tracking system should then not only be robust to these variations, but rather

embrace and make use of them in the form of important distinguishing cues and prior models of motion.

World-occlusions.Object rarely appear by themselves, outside of a laboratoryenvironment. In realistic

scenes objects often interact with their environment and other objects which results in occlusions. During

occlusions, the appearance of the object is only partially observed and important information that allows

reasoning about its state can be missing. In such cases (assuming that they can be detected, which is in itself

a hard problem) vision approaches are forced to infer the state and appearance of the object with partially

missing data, based on the prior knowledge or by spatial (or temporal) information aggregation.

Self-occlusions.Articulated objects have an additional complexity of beingable to self occlude. This is

illustrated in the Figure 1.4 (c), where the hands and a significant part of the arm are occluded by the torso

and the head. Both world and self-occlusions can be to some extent resolved by synchronously observing the

scene and the object from multiple viewpoints, assuming theviewpoints are not degenerate. It can be shown

that as number of views grows, the visual hull, defined by carving away parts of the space that are inconsistent

with all image views, approaches the true shape of the object[113]. Inferring the pose of the person from

multiple views hence is inherently an easier (but often morecomputationally intensive) problem.

Projection ambiguities.Depth information is lost when 3-dimensional objects in thescene are projected

onto the 2-dimensional image plane. This leads to a number ofdepth and projection ambiguities. As a result
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Figure 1.5:Challenging human motion.This clip shows an exaggeration of the complexities that a simple
walking motion can exhibit when stylized by John Cleese in the episode of the Monty Python’s Flying Circus
in 1970. Images were taken fromhttp://www.univie.ac.at/cga/art/tv.html .

at best only the relative size of the objects can be recovered, unless something is knowna priori about the

absolute size of one or more objects in the scene. Out of planerotations also become ambiguous, with both

backward and forward rotations able to account for foreshortening in projection. Lastly motions that are

along a tangent vector to the image plane may be significantlyharder to observe then lateral motions in the

image plane.

Kinematic ambiguities. A less intuitiveambiguity arises in articulated objects that have symmetric parts,

for which the axis of symmetry is also the axis (or one of the axes) of rotation (e.g.arms or legs of a person).

In such cases the rotations along these axes (often referredto astwist) is nearly unobservable in the image

and hence is inherently unrecoverable. Kinematic ambiguities may or may not persist over the extent of the

motion. They may arise for some configuration of the body and not for others. For example, consider a

straight arm; twisting an upper arm produces almost no difference in the appearance of the body in an image.

Now think of the same experiment but with the elbow bent90 degrees, twisting an arm now would produce a

significant variation in an image and hence make the twist of the upper arm much easier to recover.

Kinematic singularities. Kinematic singularities arise due to the typical parameterization of articulated

pose in terms of 3D joint angles. Since decomposition of 3D rotational degrees of freedom is not unique,

often a single configuration of the joint can be described by two or more different sets of parameters (joint

angles). This leads to multi-modal solutions that are difficult to handle using direct optimization methods.

Clothes. Clothing can significantly influence how we perceive articulations of the body. Tightly fitting

clothes make observations about the location of limbs easier, loose-fitting clothes on the other hand often

obstruct our view of the limbs, making accurate observations impossible. This is illustrated in Figure 1.4 (d).

Notice that even when clothes are not present, direct observation of joints and bones is impossible due to

layers of body tissue and skin. Hence, vision approaches always face the problem of inferring joint location

and orientation from indirect observation of the body.

High dimensionality. While the pose of the rigid object can perhaps be expressed interms of position

and orientation in space resulting in a state-space representation∈ R
6 (for 3D pose), the pose of the articu-

lated object such as a person, that has many rigid parts connected at joints, will have to be expressed inR
30 or
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higher depending on granularity of the model. Some models ofhuman motion that try to achieve more real-

istic representation (e.g.POSER) use as many as60 parameters, resulting in the state-space∈ R
60. Searching

for the parameters in this high-dimensional state-space without a good initialization is a very challenging

problem.

Viewpoint. Viewpoint can have a dramatic effect on appearance of any object due to the asymmetries of

most shapes. This is true even for simple geometric objects.For example, consider a cylinder viewed directly

from the side: it looks like a rectangle in the image plane, from the top - a circle. In these degenerate cases

image observations alone are not enough to distinguish the cylinder from other simple 3D geometric shapes,

e.g.sphere or cuboid. Observing the cylinder as it or the camera moves may help resolve this ambiguity.

Lighting. Lighting also plays a significant role in the imaging process. The most intuitive artifact is

inability to observe parts of the image due to the under or over-exposure that may be a result of poor lighting

conditions or reflective/specular properties of the object. The less intuitive artifact is shadows. Shadows are

often hard to distinguish from objects that cast them for twoimportant reasons. First, shadows are dynamic

entities that change with the objects as they move. Hence, using techniques such as background subtraction

to discount shadows is ineffective. Second, shadows often have very similar shape to the objects that cast

them. Disambiguating shadows from the objects often requires modeling of more complex object properties

like texture and/or color, and sometimes even the geometry of the scene.

Complexity of human motion. Human motion itself is very complex. The human body consistsof

many joints of various types, with different degrees of freedom and ranges of motion. There exist complex

correlations between joints that allow dynamic and static balance of the body. There is also a large set of

actions that a person can perform and an even larger set of styles [225, 240] in which these actions can be

performed. Figure 1.5 shows one example of a very complex motion that results from a skillfully stylized

simple action of walking. The complexity and the variability of the human motion, in general, allow few

assumptions about the content and dynamics of motion present in images or video. Strong prior models, that

make aggressive decisions about the pose or motion in absence of image evidence, while computationally

efficient and often helpful in constraining the problem, arealso easily violated in realistic scenarios.

Addressing all these challenges is essential to building anaccurate, robust and reliable object detection,

localization and tracking system. In this thesis we will address some of these challenges explicitly, including

high dimensionality, complexity of human motion, self-occlusions, kinematic and projection ambiguities;

others such as clothing and shape variations are still left largely unaddressed by the vision community.

1.4 Thesis Outline

Chapter 1. Introduction.The chapter introduces and motivates the thesis, outlines the key ideas and contribu-

tions. The chapter also introduces the problems of object detection, articulated pose estimation and tracking.

Challenges in these problems are discussed along with motivations for solving them. The chapter also gives

an overview of the overall thesis structure.

Chapter 2. State of the Art.This chapter will cover the basics of rigid and articulated object detection,

pose estimation and tracking. Kinematic tree models [139] and approaches for articulated tracking using the

kinematic tree models including direct optimization methods and Monte Carlo integration methods [54] such
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as particle filtering [52, 136] will be discussed. Common features used for both articulated and rigid object

inference will also be introduced and discussed. The chapter will also cover differences between bottom-

up and top-down approaches to pose estimation and tracking,including regression [4], mixture of experts

[206], and nearest-neighbor methods [189]. Differences and advantages of discriminative versus generative

methods will also be addressed. Lastly, well established approaches for object detection and categorization

including bag of features, AdaBoost [235, 236], constellation model [61] and pictorial structures [59] will be

introduced and discussed among others.

Chapter 3. Graphical Models and Inference.This chapter will introduce the formalism and statistical meth-

ods that play a central role in the thesis. Graphical models [107, 108] will be discussed, including directed,

undirected and loopy graphs. Special purpose graphical models that are common to problems of tracking

including Hidden Markov Models (HMMs) will be covered. Sampling-based inference methods in graphical

models, including Markov Chain Monte Carlo (MCMC) methods like Importance Sampling (IS), Particle

Filtering, Gibbs sampling and Kernel Density Estimation (KDE) will be presented. Some theoretical results

and limitations of inference in graphical models using leading approaches like Variable Elimination and Be-

lief Propagation will also be discussed. Continuous-stategraphical models will be covered in depth, along

with approximate inference algorithms of Particle MessagePassing (PAMPAS) [99] and Non-parametric

Belief Propagation (NBP) [220] developed for those models.A number of extensions that we developed

[196, 197, 199] to the standard formulation of Particle Message Passing will also be covered. Among them,

mixture models for potential functions, annealing, importance sampling and inference in the presence of hid-

den variables by analytic marginalization. As part of the discussion on continuous-state graphical models,

efficient methods for sampling from the products of Gaussianmixtures [78, 95] will be addressed.

Chapter 4. Graphical Object Models.This chapter will motivate the use of graphical models for modeling

rigid objects. Based on the formalism introduced in the previous chapter, an inference algorithm for a class

of two-layered graphical models, used to model objects [198] in the proposed framework, will also be intro-

duced. Chapter will include experiments on detecting and tracking pedestrians and vehicles geared towards

automated vehicle navigation applications. The chapter will conclude with discussion of findings and results.

Chapter 5. Loose-limbed Body Model.This chapter will introduce the key contribution, of what wecall a

loose-limbed body model [199]. It will illustrate its application for 3D pose estimation and tracking from

multiple synchronized views [197]. The comparison and relationship to other relevant methods will also be

discussed at length. In addition, we will also discuss a novel dataset and methodology for quantitative evalu-

ation of performance. The chapter will conclude with discussion of findings and results.

Chapter 6. Hierarchical Approach for Monocular 3D Pose-Estimation and Tracking. The chapter will in-

troduce the notion of inference hierarchy to mediate the complexity of inferring a 3D articulated pose from a

single monocular image. It will introduce the formalism forthe mixture of experts model [195] used to infer

the 3D pose from the 2D articulated pose obtained using the variant of loose-limbed body model discussed

in the previous chapter. As part of this effort we will introduce formulation for novel occlusion-sensitive

likelihoods [196], to account for occlusions between 2D parts. The chapter will conclude with discussion of

findings and results.



11

Chapter 7. Summary and Discussion.This chapter will summarize the contributions of the thesis, discuss

open issues and possible future directions.

1.5 List of Related Papers

The thesis is based on the material from the following published papers, listed in order of relevance.
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ence on Computer Vision and Pattern Recognition (CVPR), Vol. 1, pp. 421–428, 2004.

L. Sigal and M. Black. Measure Locally, Reason Globally: Occlusion-sensitive Articulated Pose Es-

timation. In IEEE Conference on Computer Vision and Pattern Recognition(CVPR), Vol. 2, pp.

2041–2048, 2006.

L. Sigal and M. Black. Predicting 3D People from 2D Pictures.In IV Conference on Articulated Mo-

tion and Deformable Objects (AMDO), Springer-Verlag LNCS 4069, pp. 185–195, 2006.

L. Sigal, Y. Zhu, D. Comaniciu and M. Black. Tracking ComplexObjects using Graphical Object

Models. In1st International Workshop on Complex Motion, Springer-Verlag LNCS 3417, pp. 227–

238, 2004.

L. Sigal, M. Isard, B. Sigelman and M. Black. Attractive people: Assembling loose-limbed models

using non-parametric belief propagation. InAdvances in Neural Information Processing Systems 16

(NIPS), pp. 1539-1546, 2004.



CHAPTER 2

State of the Art

Object detection, localization and tracking are among the core problems in computer vision. In the past20

years there has been significant progress in generic object detection and tracking; as well as dealing with

specific classes of objects (e.g. faces, people,etc.). However, the general case of dealing with non-rigid

objects that exhibit complex motion patterns and appearance variations is still largely unsolved.

Difficulties in reasoning about the object position and posearise due to the complexity of objects them-

selves, variations in their appearance, motion, interactions and imaging conditions. The problem is signif-

icantly simplified, for the class of rigid objects, when variation in appearance is only a function of camera

position and imaging conditions. Conversely, dealing witharticulated objects such as people is difficult, be-

cause of their inherent non-rigid articulate structure, complexity of motions, variations in body shape, and

interactions with the environment. The problem of reasoning about people is further complicated by the

higher-level applications in the context of which this reasoning must be done. These applications often re-

quire full high-dimensional articulated pose of the subject at every frame, in order to draw inferences about

the motion or intent.

In this thesis the goal is to introduce a new class of models that can effectively deal with modeling and

drawing inferences about complex and articulated objects.Due to the vast amount of literature on the subject,

in this chapter we will concentrate on reviewing the literature on the articulated human motion and pose

estimation. However, most of the approaches and concepts introduced in the context of articulated motion

also apply in the more generic case of rigid objects. We will draw references to generic object detection and

localization where appropriate. We will briefly review the state of the art in generic object recognition in

Section 2.11.

2.1 Common Assumptions

Human detection, pose estimation and tracking are all difficult problems. While there have been hundreds

of methods introduced that attempt to solve these problems in a variety of ways and settings, none exist that

can deal with clothed people wearing unknown clothing, moving arbitrarily in a complex environment. To

address these difficulties, many assumptions have been madein prior literature to simplify the problem. The

typical assumptions can be divided into four sub-categories (see Table 2.1) that deal with theEnvironment,

Camera, Person, andMotion.

12
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Environment Camera
No lighting variation Known camera parameters
Static known background Static camera (or motion of camera is known)
Uncluttered background Camera view is fixed relative to the person
Only one person is present • Motion is lateral to the camera plane

• Motion is frontal to the camera plane
• Height of the camera is fixed
• Face is always visible

Subject Motion
Known initial pose Subject remains visible at all times
Known subject Slow and continuous movement
Cooperative subject No self- or world- occlusions
Special type/texture/color clothes Simple movement (onlyfew limbs move at a time)
Tight-fitting clothes Known movement

Table 2.1: Common assumptions made by articulated (human) pose estimation and tracking algo-
rithms. The assumptions are loosely listed by their frequency in theliterature with the most common as-
sumptions listed on top.

Environment assumptionsare extremely common and are made by most approaches. The first two

assumptions of static lighting and static (or nearly static) background ensure that the background of the

scene can be relatively easily modeled, resulting in the ability to reliably estimate the silhouette features

obtained by the background subtraction process [1, 36, 52, 55, 59, 77, 113, 122, 189, 197]. In addition,

the static lighting assumption also ensures that the overall appearance of the body is stable over time. The

assumption of an un-cluttered background allows the use of edge features without being distracted by the

background clutter [52, 93, 127, 147, 148, 174]. In essence the first three assumptions ensure that a good

set of features can be derived from the image. Assuming that there is only one person present in the scene

[1, 36, 52, 55, 59, 77, 113, 122, 189, 195, 196, 197] significantly simplifies the problem of association between

image features and subjects. With few exceptions [74], approaches that deal with multiple people often reduce

the complexity of feature association by only recovering the rough overall pose (e.g.position of the body in

space [18, 114], or position of blobs associated with upper and lower portions of the body [162, 163, 259])

rather then the full articulation of the body. In addition, when multiple subjects are present in the scene

often the scale of the subjects themselves in the image is reduced, leading to the lack of observations (see

discussion in Section 2.2).

Camera assumptionsare important in simplifying the models and the dynamics used to model people

and their motions. The first assumption of known camera parameters (a.k.a. calibrated cameras) is needed

in order to be able to project the 3D hypothesis of the body in agiven pose into the image. This assumption

is critical in any 3D reasoning about the subject’s pose in the world. It has been shown in a few instances,

however, that the human motion itself can be used to recover the camera parameters [27, 102, 203]. The

second assumption of the static or relatively simple cameramotion relates back to the ability to estimate

silhouettes that have been shown to be robust and useful image features. The various assumptions about the

relative placement of the camera with respect to the moving subject are often made to simplify the variation in

appearance and motion. Assuming that motion is lateral to the image plane [111, 250], for example, ensures

that there is little if any scale or foreshortening effects that are due to depth variations and/or out-of-plane
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rotations. In such cases, often the models of dynamics can also be simplified. The frontal motion [59] while

exhibits the scale and foreshortening variation, does not suffer from the symmetry ambiguities introduced

by left/right body side similarity. The fixed camera height (or view) assumption [125, 189] is often useful

for template or exemplar based approaches [189] where a number of exemplars need to be stored explicitly

and matched against the image. In such cases fixing the cameraheight significantly reduces the appearance

variations and hence reduces the number of exemplars needed, rendering such approaches tractable. The last

assumption, that the face is visible, is one that became morepopular in recent years [93, 126, 127]. The face is

by far the most salient feature of the human body, and, unlikeother body parts, is often straightforward to find

reliably (robust face detectors exist [236]). The head is also rotationally asymmetric; this allows approximate

inference of the body orientation [197] from head orientation. Hence, part-based approaches that attempt to

detect the body by first detecting the salient parts and then propagating the information spatially to other parts

of the body (that may not be as discriminative), often require the presence of the face [93, 126, 127].

Subject assumptionsare useful in reducing the number of parameters required to model the person and

the variation in their appearance. The known initial pose isa frequent assumption [30, 34, 52, 55, 74, 78,

90, 111, 131, 164, 165, 193, 209, 226, 228, 237, 248] that significantly reduces the search space. Knowing

the initial pose also transforms the pose estimation problem into one of tracking, where the pose must be

recovered incrementally from frame to frame. The known subject assumption ensures that the shape param-

eters of the body (e.g.height, leg length,etc.) are not searched over. This assumption is often introducedfor

convenience to reduce the dimensionality of the state spaceof the model, which often times is already very

high. A cooperative subject [36, 112, 113] is a somewhat looser assumption than that of the known initial

pose or known subject. The idea is that by having a subject perform a set of predefined motions [36] and/or

having the subject stand in the predefined pose [113] (usually frontal to the camera with arms and legs spread

out, a.k.a. ‘T’-pose), relative to the camera, the body shape and the initial pose can be obtained automati-

cally. The last two assumptions of special and/or tight fitting clothing greatly simplify feature matching. For

example, by wearing a tight fitting suite [74, 142, 156] that has different parts of the body colored [74] or

texture mapped with very distinct patterns [130], finding these parts of the body becomes trivial. Even in the

absence of special textures or colors, skin-tight clothes facilitates finding of body parts by ensuring that the

contours of the body are easily observed. In general, these last two assumptions are considered too restrictive

and hence became relatively infrequent in recent years.

Motion assumptions tend to simplify the dynamics of the body which in turn affects the complexity

of inference algorithms. The first assumption is very commonand is mostly done for convenience. If one

knows that the subject is present and visible in all frames, then there is no need to waste resources detecting

whether this is in fact true. The second assumption is also very general and basically assumes that in video

the frame rate is sufficiently high to ensure that large jumpsin the pose from frame to frame are impossible.

The third assumption is an important simplification. Modeling occlusions (both self- or world-occlusions) is

generally difficult. The reason for this is that it often requires per pixel reasoning and sophisticated models

of the scene and pose. Assuming that there are no occlusions greatly simplifies the model. This assumption,

however, is rarely satisfied in practice. The last two assumptions deal with the specific models of dynamics,

that can significantly simplify the search for body pose. Thesimple movement assumption ensures that while

the articulated pose of the body may be very complex and represented by a high dimensional state-space, the

incremental search for the pose in the image sequence would involve searching over only a small sub-set of

parameters at any given time. The assumption of the known movement is usually useful in the context of
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coordinated or cyclic motions. For example, walking can be represented using two parameters that control

the speed and phase of the gait cycle. In this case knowing that the person is walking, can reduce the search

from the30+ degrees of freedom to only2 abstract degrees of freedom defining the motion in the “walking”

sub-space (often referred to as latent space).

2.2 Humans at Different Scales

It is useful to think of the articulated object inference at different scales. Intuitively, the scale of the object in

an image is an important clue as to how much can be inferred about the object. For example, while it would

be great to infer the full articulated pose of a person that occupies only a few (e.g.10) pixels in an image,

it is clearly an impossible task. In particular, we can partition the human motion domain roughly into three

scales:coarse, mediumandfine.

At the coarse scale, the person occupies perhaps10–50 pixels, as is often the case in the wide area

surveillance. At this resolution the person is observed as simply a blob of color or a template [161, 235, 236].

At this scale the articulations are insignificant, since little of individual body parts can be observed. We

can, however, reason about the presence/absence of the person and/or the coarse motion of the person in the

environment.

At the medium scale, the person occupies perhaps50-100 pixels, the upper and lower body segments

become visible and some coarse articulations can be observed [162, 163, 259]. For example, in sporting

videos at this scale one can tell when the baseball player hits the ball, or in which phase of the run cycle the

player is in.

At thefine scale, the person occupies> 100 pixels, individual body parts (e.g.legs, arms and feet) can be

reliably observed, and one expects to be able to infer the finearticulation of the body [1, 30, 34, 36, 52, 59, 74,

78, 93, 98, 111, 112, 113, 122, 126, 127, 131, 169, 173, 189, 193, 195, 196, 197, 205, 206, 209, 226, 228, 237].

By fine articulation here, we mean articulation of all jointsin the human body. In this thesis we mostly address

problems of this type.

2.3 Categorization of Approaches

For convenience this section presents a concise categorization and comparison of prior approaches to articu-

lated human motion and pose estimation, encoded in Table 2.2. We pay particular attention to the more recent

methods along with methods that are directly or indirectly related to this thesis. We classify approaches ac-

cording to the three main categories: (1) choice of a model, (2) methods used for inference and (3) features

used for observations. In each category we introduce sub-categories to further characterize approaches pro-

posed. The approaches listed are then discussed in further detail in the context of the introduced categories

in Sections 2.4 – 2.10.
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Table 2.2: Categorization and comparison of articulated human pose and motion estimation approaches. Comparison and classification of various human motion approaches from the literature. Emphasis is given to the more

recent works. A more comprehensive survey can be found in [64]. Approaches presented in this thesis are listed in bold. In“Method”, P andT correspond to Pose Estimation and Tracking respectively;D andG correspond to

Generative and Discriminative approach respectively.

Reference Model Method Observations

Year First Author Shape Parts Dim Optimization Use Type Cam Cues Motion

2007 This work R-Elliptical cones 10/15 2D/3D Particle Message Passing (NBP) P,T D,G 1–7 edge + silhouette N/A

2007 Balan [13] SCAPE N/A 3D Iterated Importance Sampling T G 3–4 silhouette Gaussian

2007 Mundermann[150] SCAPE N/A 3D Articulated ICP T G 5–8 voxels smooth

2007 Srinivasan [213] Exemplars 6 2D DP-like Parsing with Pruning P D,G 1 shape –

2006 Agarwal [1] Mesh / POSER N/A 3D Relevance Vector Regression P D 1 silhouette N/A

2006 Gall [69] Mesh N/A 3D Annealed Particle Filter T G 4 contour smooth

2006 Han [78] Polygonal patches 5/9 2D Non-parametric BP (NBP) T G 1 edge + image template N/A

2006 Lee [126] Truncated cones 6/9 3D Belief Propagation + MCMC P,T G 1 face + color + region + silhouette + skin

2006 Li [131] R-Elliptical cones 10 3D MHT in Latent Space T G 1 silhouette Gaussian

2006 Rodgers [177] Mesh for each body part 16 3D Loopy Belief Propagation + ICP P D,G – range scan data features N/A

2006 Rosenhahn [183] Free-form surface patches N/A 3D Iterative Closest Point (ICP) T G 3–4 contour smooth

2006 Sigal [195] R-Elliptical cones 10 3D PAMPAS/NBP + BME P,T D,G 1 edge + silhouette N/A

2006 Sigal [196] Trapezoids 10 2.5D PAMPAS/NBP P D,G 1 color + edge + silhouette N/A

2006 Sminchisescu [205] Mesh / POSER N/A 3D Variational EM P D,G 1 SIFT descriptors N/A

2006 Wang [241] SPM + templates 10 2D Optimized Unscented PF T G 1 edge + template smooth

2006 Urtasun [226] Stick-figure 15 3D Deterministic optimization T G 1 WSL image-based tracks smooth in LDLS

2006 Zhang [257] Line segments / contour 12 2D Hybrid search: DP + SMC P D,G 1 edge + skin/hair color N/A

2005 Felzenszwalb [59] Rectangles 10 2D Belief Propagation (BP) P G 1 silhouette N/A

2005 Hua [93] Quadrangulars 10 2D Data-driven BP P G 1 face + lines + skin color N/A

2005 Kehl [113] Mesh / POSER N/A 3D Stochastic Meta Descent T G 4/11 3D voxel + color smooth

2005 Lan [122] Rectangles 10 2D Belief Propagation (BP) P G 1 silhouette walk

2005 Ramanan [169] Rectangles 10 2D Belief Propagation (BP) P G 1 color + edge N/A

2005 Ren [174] Pair of parallel lines 9 2D Integer Quadratic Programming P D 1 edge + parallelism –

2005 Sminchisescu [206] Mesh / POSER N/A 3D BME using EM P,T D 1 shape context smooth

2004 Elgammal [55] 3D Joints 16 3D LLE + GRBF 1 silhouette walk

2004 Lee [127] Truncated cones 15 3D MCMC sampling P G 1 edge + face + ridge + skin color N/A

2004 Mori [147] Patches 9 2D Normalized Cuts + Assembly P D 1 color + edge + focus + shading + shape N/A

2004 Sigal [197] R-Elliptical cones 10 3D PAMPAS / (NBP) P,T D,G 4 edge + silhouette Gaussian

Continued on Next Page. . .
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Table 2.2 – Continued

Reference Model Method Observations

Year First Author Shape Parts Dim Optimization Use Type Cam Cues Motion

2004 Urtasun [228] Ellipsoids 14 3D Least-squares T G 3 stereo walk, run

2003 Cheung [36] Voxels 9 3D Expectation Maximization P,T – 8 color + silhouette smooth

2003 Grauman [77] 3D Joints 19 3D Probabilistic PCA P – 1–4 silhouette N/A

2003 Shakhnarovich [189] Mesh / POSER N/A 3D K- Nearest Neighbors P D 1 multi-scale edge direction hist. N/A

2003 Ramanan [173] Rectangle 9 2D Max-product BP P,T – 1 color + edge N/A

2003 Sminchisescu [209] Superquadrics 15 3D Covariance Scaled Sampling T G 1 edge + intensity + motion N/A

2003 Wu [248] Quadrangular 2/3/6/10 2D Mean Field Monte Carlo T G 1 edge + intensity const. accel.

2002 Mori [148] Exemplars N/A 3D Shape context + geometry P G 1 edge N/A

2002 Rosales [179] Markers 20 2D SMA using EM P D 1 silhouette Hu-moments N/A

2001 Ioffe [96] Rectangles 9 2D Viterbi P,T G 1 image template smooth

2001 Plankers [165] Deformable meta-balls - 3D Least-squares T G 3 silhouette + stereo –

2000 Deutscher [52] Cones 15 3D Annealed Particle Filter T G 3 edge + silhouette Gaussian

2000 Howe [90] Patches 14 3D Gradient descent + EM T G 1 image template N/A

2000 Hu [91] Rectangles 10 2D Genetic algorithm P G 1 silhouette const. accel.

2000 Rosales [181] markers/cylinders 11 3D?? Levenberg-Marquard P(T?) D 1 silhouette Hu-moments N/A

2000 Sidenbladh [193] Cylinders + spheres 9 + 3 3D Particle Filter T G 1 image intensity smooth / walk

2000 Taylor [222] Stick-figure 9 3D Geometry P – 1 marked 2D points –

1999 Cham [34] SPM + templates 10 2.5D MHT T G 1 image template linear

1999 Ioffe [98] Rectangles 9 2D MAP by sampling P G 1 limb symmetry N/A

1999 Pavolvić [164] Templates 6 2D Viterbi T G 1 image template switching LDS

1999 Wachter [237] R-Elliptical Cones 15 3D Iterated extended kalman filter T G 1 edge + image template + flow linear

1998 Bregler [30] Ellipsoids 10 3D Least-squares T G 3 spatio-temporal image gradient N/A

1998 Moris [149] Patches 10 2D Gradient descent T G 1 SSD template smooth

1996 Gavrila [74] Tapered superquadrics 12 3D Best-first search T G 4 edge linear

1996 Ju [111] Templates 2 2D Gradient descent T G 1 flow linear

1996 Kakadiaris [112] Deformable 3D model 2 3D Kalman Filter T G 3 edge linear

PAMPAS– Particle Message Passing (a variant of non-parametric belief propagation) LDS – Lower Dimensional Space

BME – Baysian Mixture of Experts EM – Expectation Maximization LDLS – Lower Dimensional Latent Space

MHT – Multiple Hypothesis Tracking SMA – Specialized Mappings Architecture SCAPE – Shape Completion and Animation of PEople
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2.4 Representing the Body

In order to infer the pose of the body, one first needs to choosea representation for the body. In order to

model the body, in general, one needs to represent (1) the articulated skeletal structure and (2) the shape or

“flesh” (representing the human tissue and perhaps clothing) that is draped over the skeleton. A particular

choice of skeletal structure gives rise to, often non-unique, parameterization of articulations that one would

like to infer. Since the human body is complex, a realistic articulated model can have anywhere from30–60

parameters. The choice of flesh often dictates the features that should be used to match the model to the

images. In most vision approaches it is assumed that the fleshis rigidly attached to the skeletal structure

and is independent of articulation. Recently, however, more realistic representations that explicitly model

correlations between the skeletal structure and the shape have been introduced [6, 8]. These models are able

to model such phenomena as bulging of muscles based on the articulation of the body. They also provide basis

for much richer set of realistic human shapes. These models have originally been developed in the graphics

community for synthesis, and are slowly making their way to pose estimation and tracking applications

[13, 150].

A large variety of 2D [59, 78, 93, 98, 111, 122, 169, 173], 2.5D[34, 196] and 3D [1, 30, 36, 52, 74, 112,

113, 126, 127, 131, 189, 193, 195, 197, 205, 206, 209, 226, 228, 237] human models have been proposed in

the literature.

For surveillance purposes, simple template based [161, 235] and 2D image blob models [114, 162, 163,

259] have proved effective. Planar articulated representations [111] have also been used for articulated pose

estimation and tracking in monocular imagery. These modelsare effective in recovering the pose of the

person, in the cases where the motion is either lateral or frontal to the image plane. In such cases, the

foreshortening that is due to out-of-plane rotations is typically insignificant. To handle foreshortening and

depth variations 2.5D models have been introduced [34]. In addition to planar articulations these models

allow scaling that can account for the foreshortening of limbs in the image. However, these approaches

recover the pose and model the constraints imposed by the body in 2D. As a result, some constraints that are

straightforward to express in 3D are difficult to encode (e.g.interpenetration) in 2D.

Models that are formulated directly in 3D are usually more straightforward, but often are ill-constrained,

especially in the monocular case. In such cases, multiple views [36, 52, 74, 112, 113, 193, 197], stereo [228]

or strong prior motion models [55, 125, 226] are often neededto regularize the pose recovery. For simple

reasoning about a person’s location in space, without reasoning about the pose or articulation, simple 3D

occupancy representations are sufficient [18, 100] that usesimple geometric structures like boxes [18] or

generalized cylinders [100] to model a body as a whole. For human-computer interactions where one needs

to reason about the articulations in a constrained environment simple 3D blob models have proved effective

[247]. In applications where many cameras are available voxel representation has been used either directly

[36, 113] or as an intermediate representation for more parametric body models [215]. Most approaches,

however, model the body using a 3D kinematic skeletal structure with associated 3D volumetric parts [14,

52, 193, 209]. The most common models that are relevant to thework presented here will be introduced in

the next sections.



19

Kinematic Tree Scale Prismatic Model Part-based Model

Figure 2.1:Representing the body. Three different representations of the body are shown. The3D kinematic
tree model, shown on the left, consists of the tree-structured skeleton (in red) that can be parameterized using
a set of joint angles,θi, and position and orientation for the root of the tree in global coordinate framexr, θr .
The skeleton is dressed by cylindrical “flesh”. In the middle, a Scale Prismatic Model (SPM) is shown.
Red arrows in SPM designating the segments of the tree structured 2D model. SPM is parameterized in the
image plane using 1D planar joint rotations,θi, and scalings along limb axes,si. Lastly, on the right, a 3D
part-based body model is shown, consisting of a set of disconnected cylindrical parts. The part-based model
is parameterized by position and orientation of individualbody parts in world coordinate space,xi ∈ R

3,
θi ∈ SO(3). This redundant representation while non-intuitive, leads to tractable inference algorithms.

2.4.1 Kinematic Tree

Kinematic trees are by far the most predominant 3D representation of the human body in literature. Kinematic

tree based representation assumes skeletal tree structureand represents the pose using a set of parameters

X = [xr, θr , θ1, ..., θN ], wherexr ∈ R
3 is the position of the root of the tree;θr ∈ SO(3) is the orientation

of the root in the world coordinate frame, andθi, i ∈ [1, ..., N ] is the orientation of the limbi in the parent’s

coordinate frame (a.k.a.joint angles). It is worth mentioning that the dimensionality of theθi would generally

depend on the type of the joint. Hinge joints often associated with knees are most often modeled using

θi ∈ R
1, where as ball-and-socket joints that are often associatedwith shoulders are more often modeled by

θi ∈ R
3. Hence the final dimensionality of the articulated poseX will depend on the number of joints being

modeled and the joint types assumed. In all cases, this wouldlead to a high dimensional but not-redundant

representation of the pose (typicallyX ∈ R
30+).

The basic kinematic tree model leaves open the issue of how the joint angles are parameterized and how

the shape of individual limbs are modeled. For the former a number of representations have been employed,

including Euler Angles [14], Quaternions [197, 219], and exponential maps [30]. All of these suffer from

problems and inconveniences and the choice depends in part on the type of optimization employed by the

approach.

Euler angelsrepresent a general 3D rotation,θi, by concatenating rotations about the orthogonal coordi-

nate axesRx,Ry andRz. The order in which these rotations are concatenated must bespecified beforehand.
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While this parameterization is intuitive and is often used in biomechanics to study the behavior of joints, it

does suffer from what is called the ‘gimbal lock’ problem. When two out of the three rotation axes align, a

rotation is lost. As a result small changes in an angle can cause large deviation in the orientation of the limb.

This makes this representation very unstable for the use in inverse kinematics and/or direct optimization. For

similar reasons interpolation in the Euler angle space is poorly defined.

Quaternions [191] do not suffer from these problems. However, quaternions are represented as 4D

unit vectors lying on a 3D spherical shell embedded in 4D space, this makes modeling distributions over

quaternions challenging. Using quaternions, a general rotation of angleθ about axis~v ∈ R
3 can be written as

q = [qx, qy, qz, qw]T = [~v ·sin(0.5θ), cos(0.5θ)]. As mentioned, however, valid rotations must maintain that

||q|| = 1. Since there are four dimensions in which quaternion can change but only3 degrees of freedom,

typical optimization approaches can move away from the unitsphere representing valid rotations. In such

cases the solution is often to re-normalize the quaternion,which works well [197, 219] so long as the distance

from the sphere is small. Quaternions are also well suited for interpolation and are often prefered for that

reason.

Exponential maps[71] is yet another way to model 3D rotations. The idea behindexponential maps is

to try to maintain the benefits of quaternions, while gettinga representation∈ R
3. There are many variants

of exponential maps in the literature, however, the basic idea is to model an arbitrary rotation in 3D using a

vector~v ∈ R
3 such that~v/|~v| gives the axis of rotation and|~v| the amount of rotation. A particular variant

that made this representation popular, in the context of articulated human motion, is twists and exponential

maps formulation of Bregler and Malik [30].

The shape of the person is often modeled using relatively simple 3D geometric representations including

cylinders [180, 193], tapered cones [52, 237], ellipsoids [30], and superquadrics [74, 210, 211]. More com-

plex models such as metaballs [165], mesh-based surface models [215] or free-form surface patches [183]

are also gaining popularity.

2.4.2 Scale Prismatic Model

It is clear that 3D models such as the one described in the previous section cannot be fully observed from a

single monocular image, and hence either temporal or prior knowledge is often required to address ambigu-

ities that arise. In such cases it sometimes may suffice to estimate the pose of the body in the image plane

(not the world) directly. To this end Scale Prismatic Model (SPM) is derived [149] by “projecting” the 3D

kinematic tree model into the image and parameterizing the resulting planar skeleton (stick figure) with as

few parameters as possible. Each 3D joint of kinematic tree in the SPM is replaced by a 2D joint (planar

rotation) with a rotation axis perpendicular to the image plane and scale that accounts for foreshortening ef-

fects due to perspective and out-of-plane rotations. The resulting SPM model often leads to a more compact

representation of the state than a full 3D kinematic tree model. SPM is a 2.5D generalization of “cardboard”

models [111] that have been widely used for 2D articulated tracking.

The planar skeletal structure of SPM also requires a 2D representation for the limbs. In the literature,

rectangles [91], rectangles with rounded corners [132], 2Dtemplates [149], and affine flow patches [111]

have all been used for this purpose.



21

2.4.3 Part-based Representation

While it is natural to represent the body using tree-structured kinematic models such as kinematic trees

or scaled prismatic models, these models tend to require a very high dimensional parameterization where

parameters are correlated in complex ways. This leads to a disadvantage that these models are often compu-

tationally expensive (and often intractable) to deal with,especially for the pose estimation task. To address

this, it has proven useful to represent the body using a set ofdisaggregated parts that interact via a set of

pair-wise constraints that attempt to enforce the body consistency. As a result, the body is represented using

a redundant representation in a global space. This representation that leads to an even higher dimensional

parameterization of pose (due to redundancy), decouples many of the parameters, making the search tractable.

The use of disaggregated models for finding or tracking articulated objects date back at least to Fischler

and Elschlager’s pictorial structures [62]. Variations onthis type of model have been more recently applied

to general object detection [33, 44, 198], and articulated pose estimation for people [59, 78, 93, 96, 97, 98,

122, 169, 173, 174, 177, 196, 197, 248], animals [170, 172] and hands [219].

Articulated disaggregated models, model the body using simple 2D (e.g.rectangles [59, 122, 169], trape-

zoids [195, 196], quadrangulars [93, 248], polygonal patches [78], or templates [176]) or 3D parts (e.g.right-

elliptical cones [197, 199], truncated quadrics [219], or surface models [177]) and set of constraints between

parts that are encoded either directly in terms of compatibility [96, 97, 98, 172, 174] or probabilistically

[59, 78, 93, 122, 169, 196, 197, 248]. Most probabilistic models [59, 122, 169, 174] rely on the underlying

tree-structure of the model for tractable inference and hence are only capable of modeling kinematic con-

straints. In this thesis (and in [195, 196, 197, 198]) we introduce the means of formulating and inferring the

pose using a more diverse set of models that can model any pair-wise relationships between parts statistically.

Kinematic, occlusion and inter-penetration constraints can all be modeled. Recently, similar method has been

introduced for determining the articulated pose of people from range scan data by Rodgerset al. [177].

The pictorial structures approach of Felzenszwalb and Huttenlocher [59] is one of the more influential

2D disaggregated models introduced for articulated pose estimation. The approach models the body parts

using rectangles and the kinematic and joint constraints between parts using Gaussian distributions. The

model assumes that the state of each limb can be discretized and the inference proceeds to find the globally

optimal pose using dynamic programming (that can in this case be interpreted as Belief Propagation, see

Section 3.5.2). This basic model has been successfully extended by introducing richer likelihood functions

[178] or simple dynamics [122]. More recently, the pictorial structures approach has been extended [169] to

elegantly estimate the appearance models of parts jointly with the pose in extended image sequences.

A similar approach to ours has been adopted in [248] for tracking a 2D human silhouette using a dynamic

Markov network and later in [93] using data-driven Belief Propagation. A much simplified observation

model was adopted in [248] and their system does not perform automatic initialization. In [93] a much

richer observation model was used, but the approach is stilllimited to 2D pose inference in roughly frontal

body orientations; the subject is assumed to be facing towards the camera and wearing distinct clothes.

The [93, 248] and the method proposed in this thesis use somewhat different inference algorithms and a

comparison between these methods merits future research.
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Synthetic Image Silhouette Edges

Figure 2.2:Common features used for articulated pose and motion estimation. On the left two synthetic
images of a person in different postures are shown; corresponding silhouette features are illustrated in the
middle. Notice that silhouettes in this case are identical and cannot distinguish between the two poses on the
left. Edge features, illustrated on the right, however, clearly contain information required to distinguish the
two poses.

2.5 Image Features

The choice of the model for the body often gives rise to the features that are chosen to match the model to the

image. A typical inference approach proceeds to extract appropriate features from the image and then either

matches these features to features hypothesized by the model, or infers the state of the model directly from

them. While ranking of features that are most useful for the task of articulated pose estimation and tracking

is still debated (relative importance of some feature choices was tested in [14]), it is a general consensus in

the community that combining features leads to better and more robust inference methods. We will describe

some of the more common features used in the literature bellow.

2.5.1 Silhouettes

Silhouettes are among the features most frequently used fortwo main reasons, (1) they can localize the search

for the body by excluding large portions of the image and (2) they provide features that are easy to compute.

Silhouettes, being region based, are also inherently more robust to clutter then edges or contours. However,

silhouettes are also ambiguous.

Background subtractionis the process often used to obtain the silhouettes. If the scene background

is specifically designed for such a task, as in Chroma-keying[133] where the background is usually blue

or green and is distinct from the clothes worn by the subject,then simple thresholding can be used. An

alternative is to have an arbitrary background but a subjectwearing a distinct colored suit [142, 156]. In

both cases very precise silhouettes can be obtained. In morerealistic scenarios where the background and

foreground are more general, a statistical representationof the background can be learned either on-line

or off-line. Often a per pixel model of the background is learned and used to classify the image pixels

into foreground and background classes. A sequence of images can be used to learn a per pixel Gaussian

(mean and covariance) and Mahalanobis distance can be used to classify the pixels [247]Ishillouette(x, y) =

[(µx,y − Ix,y)Σ−1
x,y(µx,y − Ix,y)

T > τ ], whereµx,y andΣx,y are mean and covariance of the Gaussian

distribution for background pixel(x, y) learned from training data andτ is the threshold. In the presence

of background motion (e.g. leaves waving in the wind) this approach will lead to poor results. For such

scenarios Gaussian mixture models [216] have been proposedto model multi-modality of background pixel

observations. More sophisticated models that use either color thresholding [86] or pixel gradients [140] to

remove shadows have also been proposed.
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Since recovered silhouettes are often noisy, due to pixel variations, morphology is commonly used to

‘clean up’ the silhouette image. Alternatively approachesthat embed spatial consistency directly into the

background subtraction process have also been proposed [89]. In cases where lighting variations are common

(as in prolonged surveillance applications) background models are often updated on-line to account for global

variations in lighting.

Even with the most sophisticated background subtraction methods often good subtraction is hard to ob-

tain. In particular, often the background colors appear in the foreground (or vise versa), the shadows are hard

to discount completely, and motion in the background creates challenges. Furthermore if multiple foreground

objects are present the assignment of foreground region(s)to objects must be addressed.

2.5.2 Color

Background subtraction at best is only capable of separating the foreground object (person) from the back-

ground. There is no explicit assignment of silhouette pixels to model parts and inference methods must be

employed to simultaneously solve for feature assignment (often not explicitly) and the pose. If color (or tex-

ture) of body parts is known, then assignment can be facilitated thus reducing the complexity of the overall

inference significantly. However, color information for parts will generally differ from person to person and

between clothing types, hence often this information is unavailable. Methods have, however, been proposed

that attempt to build the color appearance models for parts automatically either by clustering of coherent

spatio-temporal regions [172, 173] or by roughly estimating the pose first using a generic model, learning the

appearance, and then re-estimating the pose based on the learned image and person specific model [169].

A by far more common assumption is that some parts of the body are not covered by clothes [93, 126,

127], in which case skin color can be used as the signature forthese parts. Skin-color detection and segmen-

tation has a long standing history in computer vision. Jonesand Rehg [106] introduced a relatively simple

parametric probabilistic model for classifying skin pixels. The key step in proposed skin pixel classification

is the computation ofp(skin|Ix,y) for a given pixel valueIx,y at location(x, y) in an image, which is given

by Bayes rule:

p(skin|Ix,y) =
p(Ix,y|skin)p(skin)

p(Ix,y|skin)p(skin) + p(Ix,y|¬skin)p(¬skin)
. (2.1)

A simple threshold0 < τsk < 1, p(skin|Ix,y) > τsk, can then be used to classify a given pixel in an

image as belonging to a skin class. The exact valueτsk can be derived based on the risk of misclassification.

In this model bothp(Ix,y|skin) and p(Ix,y|¬skin) are modeled using16 component Gaussian mixtures

learned from13, 640 hand labeled images; prior is also learned,p(skin) = 1−p(¬skin) = 0.1. The learned

values for means and covariances are listed in [106].

2.5.3 Edges

Edge features, that are based on first spatial derivatives ofthe image, are often used due to their partial

invariance to viewpoint, lighting and local contrast. Edges are also capable of discriminating variations in

pose that may be ambiguous by looking at silhouettes (e.g. they can account for internal structure); this is

illustrated in Figure 2.2. Edges, however, are still limited in that they are insensitive to the rotations of the

limbs around their axis of symmetry (i.e. twists are unobservable).
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Edges are also very local, comparing a model edge to an image edge that is one pixel away will lead to

nearly zero response. To remedy this edges are often smearedby applying a Gaussian filter over the edge

image [14, 52], as a result the extent of the edge is augmented. Furthermore distance transforms are often

used to define a more global feature space [11] based on edges.

2.5.4 Contours

Contours refer to the edge representation of the object’s full or partial outline. Contours can either be static or

dynamic, where later is often referred to asactive contour. Static contours can be thought of as a more com-

pact representation of the silhouette, and inherently carry no more information than silhouettes themselves.

Some invariance to geometry and appearance of the object canbe obtained by using contour (or boundary)

fragments that are geometrically constrained [88, 158]. A more general formulation of active contours allows

the contour of the object (either whole or partial) to deformaccording to the image edges. The deformations

are often controlled by energy functions that consist of twoterms: one that attempts to minimize the distance

between the contour and the edges in the image, and the other that controls the overall smoothness of the

curve. The assumption being that in general we want to fit a relatively smooth contour to the image data. The

deformations of the contour can also embed prior knowledge about allowed deformations for a given object

class, in such cases the model is often referred to as deformable template. Deformable templates have been

successfully applied for pedestrian detection [72] and localization. In general, deformable template models

have lost popularity in recent years. This is partially due to the inherent ambiguities that exist in the contour

representation, and partially due to the fact that while deformations can account to some extent for articu-

lations they are not well suited for recovering those articulations. Contour ambiguities can be circumvented

to some extent by considering contours from multiple calibrated views. Contours from4 calibrated views

have been used to reliably infer the articulated motion in [182, 184]. More recently, deformable templates

have been used to localize parts of the body (e.g. the head-shoulder outline [126, 127]) as part of a more

sophisticated hierarchical representation of the human body.

2.5.5 Ridges

Ridges refer to the second spatial derivatives of the image at a given scale. Since ridge (or second derivative)

filters account for elongated spatial structure in the image, it has been shown that they are effective in mod-

eling the limbs [192] if applied at a particular scale and orientation that is a function of limb width and pose.

Intuitively ridge features encode the parallel edge structure of limbs in the body. As with any higher deriva-

tive filters ridge filters tend to be noisier then edges alone.They are also highly dependent on the orientation,

configuration, and scale of the person in the image.

2.5.6 Image Flow

Image Flow refers to dense motion information that often is obtained usingoptical flowalgorithms. Image

flow (or optical flow) can be thought of as a vector field in an image that for every pixels defines where that

pixel will move to in the next frame. In general to compute optical flow one must assume that the intensity
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of the image pixels remains constant over time1 (i.e. no lighting variations) resulting in the following optical

flow constraint:

dI(x, y, t)

dt
=
∂I(x, y, t)

∂x

dx

dt
+
∂I(x, y, t)

∂y

dy

dt
+
∂I(x, y, t)

∂t
= 0 (2.2)

on the spatio-temporal image signalI(x, y, t). Solving the equation for,[ dx
dt ,

dy
dt ], results in an optical flow

field (for details see [23]). However, assuming that the motion is independent at every pixel, results in an

underconstrained set of equations. The common solution to this is to assume that the motion is constant over

a neighborhood (a.k.a.spatial coherence assumption). A relatively large neighborhood is needed to constrain

the solution and add some invariance to image noise. Unfortunately in relatively large regions the assumption

of constant motion is likely to be violated due to the differences in depth, lighting and transparencies. As a

result, a size of the region that is reasonable must be pickedto leverage the two artefacts. Even so, it is often

observed that foreground motion ‘smears’ onto background,or vice versa, especially in relatively constant

image regions. One alternative that has been proposed to alleviate this, is to assume that there are a known

and relatively small number of consistent motion fields (layers) that make up the overall motion [120, 251]. In

general robust and accurate image flow is challenging and computationally expensive to compute and hence

it is less frequently used for human motion and pose estimation. It is worth mentioning that a simple sparse

temporal motion derivatives computed using frame differencing have been shown to be useful features as well

[235] for general template based object detection.

Optical flow from multiple camera views can be combined to computescene flow[232]. Just as optical

flow is the two-dimensional motion of points in an image, scene flow is the three-dimensional motion of

points in the world. Scene flow has been successfully used fortemporal and view interpolation of human

motion in [231].

2.5.7 Voxels

Just as scene flow is a three-dimensional variant of two-dimensional optical flow, voxel representation is a

three-dimensional alternative to two-dimensional silhouette. Voxel data can be acquired using silhouettes

from multiple cameras [28, 36, 37, 39, 113]. Typically the volume of interest, corresponding to the visible

portion of the scene, is divided intoN × N ×N equal sized2 voxels [37]. Each voxel is tested if it belongs

to foreground object or background by checking if its projection falls onto silhouette in each camera view.

Voxels that in all camera views project onto the silhouette are labeled as belonging to the object. Voxels

that at least in one of the camera view fall outside the silhouette are automatically labeled as belonging to

background. More recent approaches of Voxel Coloring [36] in addition to silhouette consistency also check

for color consistency across multiple views. Voxel features while powerful, in that they directly provide 3D

information, are very sensitive to noise in silhouettes. Tohandle this a probabilistic version of voxel based

representation, calledprobabilistic occupancy grid, was introduced in [65]. Instead of assigning each voxel

a binary label, in [65], each voxel is assigned a probabilityof belonging to the foreground object. For further

discussion of voxel based methods see Section 2.9.1.

1Brightness constancy has also been used to formulate likelihood functions directly [192], without explicitly computing the optical
flow.

2Alternatively, adaptive partitioning is also possible.
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2.5.8 Image Descriptors

Image descriptors are generic features that have been used in the literature for articulated pose estimation,

image retrieval, image categorization, generic object recognition, and many other applications. There are

many descriptors that exist, that exhibit variety of properties and invariances to geometric transformations. In

this section we will cover the most common descriptors from the recent literature.

Haar Wavelets

A set of image based filters are constructed that correspond to oriented derivative filters of various sizes and

scales. The response of these filters are considered an over-complete feature representation of the image [144]

(or an image patch). In general only a subset of these features is used to represent an object or an image. For

example, AdaBoost [236], automatically constructs an object detector by selecting a sub-set of features most

useful for classification of a given object class. Haar wavelets and AdaBoost will be discussed in depth in

Chapter 4.

SIFT descriptor

Scale-invariant feature transform (SIFT) [135] represents scale-normalized image region (obtained using

standard interest point operators3) with the concatenation of gradient orientation histograms relative to several

rectangular sub-regions. Image gradient direction and magnitude are computed for every pixel in the region.

Histograms of gradient orientation, weighted by gradient magnitude are then computed for a given set of

non-overlapping sub-regions. Orientations in the sub-region are normalized with respect to the orientation of

the center pixel of sub-region and are histogrammed intoΘ bins. The SIFT local descriptor is the concatena-

tion of these gradient orientation histograms for all sub-regions. For convenience, often the scale-normalized

image region is broken into16 sub-regions and8 orientation histogram bins for each region, resulting in the

overall descriptor of size128. More recently [46] it has been shown that better performance (in the visual

categorization task) can be achieved by histogramming not the gradients themselves, but the projections of

gradient images onto a set of basis functions learned from training data using PCA.

Shape Context

Shape context [17] is an alternative to the SIFT descriptor,that only works with binary edges (obtained by

thresholding the magnitude of the derivatives). Also, instead of histogramming the edges into a regularly

spaced grid, a log-polar grid is used. The effect of this is that shape context is much more sensitive to local

variations in shape than more global variations. Scale and orientation can be normalized much like in the SIFT

case to achieve orientation and scale invariance. Typically the shape context is computed for a set of points

equidistantly sampled on the contour of the desired object.The set of histograms corresponding to these

points are then considered as the descriptor for the object or the region. The typical setting is to compute the

shape context for about100 points on the contour and have5 polar and12 orientation bins. At this resolution

the final descriptor is a6, 000 dimensional vector. Since working with a vector of this sizeis hard, typically

3In the original SIFT [135] formulation a difference of Gaussians (DoG) approach [135] is used for keypoint selection which is an
approximation for the Laplacian operator [134]. Alternatively, other approaches like determinant of the Hessian (DoH) [16] can be
adopted for the same task. Additional interest point operators frequently used in the literature are Harris [79] and Shi-Tomasi [190]
corner detectors.
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Figure 2.3:Generative and discriminative pose estimation and tracking. Illustration of the generative
and discriminative pose estimation and tracking frameworks. In a generative framework, the model is used to
predict a set of features observed in an image. The model parameters, that typically represent articulated pose,
are then optimized such that predicted features match the features observed. In a discriminative framework,
observed image features are used directly to infer the modelparameters.

the shape context space is quantized and secondary voting isused to get a much lower dimensional histogram

representation of the object [1, 4, 166] (typically100D), which as a consequence looses much of the spatial

information encoded in the original6, 000 dimensional vector.

2.6 Pose Estimation and Tracking

We found it useful for the purposes of taxonomy to classify approaches to human motion into pose estimation,

tracking, or both. While these two notions are slowly converging, there are still useful distinctions between

the approaches that deal with each of these problems. For thepurposes of this thesis we definepose estimation

as estimation of an articulated pose from single monocular or multioccular images andtrackingas estimating

of the articulated pose in an image sequence, where the pose estimate for the first frame is known. Approaches

that automatically estimate the articulated pose in the first frame and then track it over an extended image

sequence are classified as bothpose estimationandtrackingusing the above definitions.

It is easy to see thatpose estimationis an inherently more general and challenging problem, since it

assumes nothing about the placement or configuration of the body. If we can estimate the pose of the body

from a single image robustly we can also solve tracking by simply performing pose estimation at every

frame. Given the state of the art in pose estimation, however, this is still impractical in general. This solution

to tracking is also extremely inefficient since it ignores important temporal correlations between poses. To

this end, the major contribution oftrackingapproaches is the use of temporal consistency and motion models

to efficiently search for the pose at future frames given the current estimate for the position and configuration

of the body.

2.7 Discriminative and Generative Methods

Discriminative approachesattempt to learn a direct mapping from image features to 3D pose from either a

single image [1, 179, 181, 189, 206] or multiple approximately calibrated views [77]. These approaches tend

to use silhouettes [1, 77, 179, 181] and sometimes edges [205, 206] as image features and learn a probabilistic

mapping in the form of Nearest Neighbor (NN) search [189], regression [1], Baysian mixture of experts [206],

or specialized mappings [179]. These methods tend to be fastand are often reliable so long as the statistics
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of features at runtime were captured well by the training set. In general, however, these approaches have

two drawbacks: (1) they tend provide a black-box solution that gives little insight into the problem, and

(2) the performance tends to degrade significantly in cluttered scenes where it is difficult or impossible to

extract good features. Generative approaches tend to work better in such cases, since they model the image

generation process explicitly.

Generative approachesto human tracking have a long history in vision. Most of theseapproaches rely on

a kinematic tree [139] representation of the body in 2D [111], 2.5D [34], or 3D [30, 52, 193, 210]. In such

approaches the pose is defined by a set of parameters representing the global position and orientation of the

root, usually a torso, and the joint angles representing thestate of each limb with respect to the neighboring

part higher up in the tree. The inference in these models amounts to generating a number of hypothesis for

the pose, and evaluating the likelihood that a given hypothesis gives rise to the image evidence. Inference

in such models, however, often requires stochastic search for the parameters in a high dimensional, 25-50D,

state-space. The high dimensionality of the resulting state-space has motivated the development of special-

ized stochastic search algorithms [52, 136, 193] that either exploit the highly redundant dynamics of typical

human motions [193], or use partitioned sampling schemes toexploit the tree-structured nature of the model

[136]. These schemes have been effective for tracking people wearing increasingly complex clothing in the

increasingly complex cluttered backgrounds [210]. However, even with efficient inference algorithm, search

in this high dimensional space without initialization thatis close to the solution is computationally imprac-

tical. Hence, most of these methods require manual initialization and are hopelessly lost once the tracker

fails. To handle these problems disaggregated generative models have been introduced. Further discussion

of disaggregated models was given in Section 2.4.3. Some disaggregated models [93] (including the ones in-

troduced in this thesis [196, 197]) could be thought of as spanning both discriminative and generative realm,

since they include a discriminative stage to bootstrap the generative inference.

The discriminative and generative methods in the context ofgraphical models will further be discussed in

Section 3.2.3. It is also worth mentioning that there are current and on-going efforts to combine discriminative

and generative methods [205], that may lead to more robust solutions in the future.

2.8 Optimization Methods

Most human motion and pose estimation approaches propose some sort of optimization method, direct or

probabilistic, to optimize the pose (and/or body model) subject to the image features observed. This section

will give an non-exhaustive overview of the methods employed.

Direct optimization. Direct optimization methods [212, 228] often formulate a continuous objective

functionF (Xt, It), whereXt is the pose of the body at timet andIt is the corresponding observed image,

and then optimize it using some standard optimization technique. SinceF (Xt, It) is highly non-linear and

non-convex there is almost never a guarantee that a global optimum can be reached. However, by iteratively

linearizingF (Xt, It) and following the gradient with respect to the parameters a local optimum can be

reached. If a good estimate from the previous time step is available, and the pose changes slowly over time,

then initializing the search with the previous pose often leads to a reasonable solution.



29

Probabilistic inference. It is often convenient and natural to formulate tracking and pose estimation as

probabilistic inference. A probabilistic framework has two advantages over the direct optimization meth-

ods: (1) it can encode the confidence of any given articulated interpretation of the image, and (2) and more

importantly, it allows one to maintain multi-modal predictions both spatially and over time. Multi-modality

arises naturally in human motion estimation, since the bodyin different postures can look very similar (if not

identical) in the image. The number of valid interpretations of the image depend significantly on the features

used, imaging conditions and the temporal history. By maintaining a multi-modal pose hypothesis over time,

approaches can often benefit by resolving the ambiguities asmore information becomes available.

Let us assume that the pose of the body,Xt, at timet is generated by a dynamic process. In general, for ar-

ticulated motion estimation we are interested in the joint posterior distributionp(X0,X1, ...Xt|I0, I1, ..., It),
whereIi is a (possibly multiocular) sequence of image observationsover timei ∈ [0, ..., t]. Since dealing

with the joint distribution over many high-dimensional variables is hard approximations are often made that

only infer the marginals of the joint (see further discussion of this in Section 3.5). The marginal equations are

significantly simplified my introducing Markov assumption over the hidden states. The1-st order Markov

assumption4 states that pose,Xt, at timet depends only on the pose att − 1. This model is also known as

Hidden Markov Model (HMM) and will be discussed at length in the next chapter.

p(Xt|I0, I1, ..., It) =

∫

X0

∫

X0

· · ·

∫

Xt−1

p(X0,X1, . . .Xt|I0, I1, ..., It) dX0 dX1 · · · dXt−1 =

=

∫

Xt−1

p(Xt,Xt−1|I0, I1, ..., It) dXt−1 (2.3)

Using first Bayes’ rule (Eq. 2.4) and then assuming the independence of observations (Eq. 2.5), in particular,

thatIt is conditionally independent of[I0, ..., It−1] givenXt, we can re-write the above expression as follows,

p(Xt|I0, I1, ..., It) =

∫

Xt−1

p(Xt,Xt−1|I0, I1, ..., It) dXt−1

=

∫

Xt−1

p(I0, I1, ..., It |Xt,Xt−1)p(Xt,Xt−1)

p(I0, I1, ..., It)
dXt−1 (2.4)

=

∫

Xt−1

p(It|Xt,Xt−1)p(I0, I1, ..., It−1|Xt,Xt−1)p(Xt,Xt−1)

p(It)p(I0, I1, ..., It−1)
dXt−1 (2.5)

Since the observation,It, at timet is assumed conditionally independent of all hidden states (past or

future) given the state,Xt at time t, we can further simplify Eq. 2.5 to Eq. 2.6. Then using conditional

probability rules (Eq. 2.7), re-arranging terms (Eq. 2.8) and applying Bayes’ rule again to the right-most term

(Eq. 2.9) obtain the final recursive expression for Baysian filtering (Eq. 2.10),

p(Xt|I0, I1, ..., It)
︸ ︷︷ ︸

Posterior at timet

=

∫

Xt−1

p(It|Xt,Xt−1)p(I0, I1, ..., It−1|Xt,Xt−1)p(Xt,Xt−1)

p(It)p(I0, I1, ..., It−1)
dXt−1

=

∫

Xt−1

p(It|Xt)p(I0, I1, ..., It−1|Xt−1)p(Xt,Xt−1)

p(It)p(I0, I1, ..., It−1)
dXt−1 (2.6)

4Similar expressions can be derived for higher order Markov assumptions, where an n-th order Markov assumption refers tothe fact
that the stateXt is assumed to depend on the history of[Xt−n, ...,Xt−1] states.
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=

∫

Xt−1

p(It|Xt)p(I0, I1, ..., It−1|Xt−1)p(Xt|Xt−1)p(Xt−1)

p(It)p(I0, I1, ..., It−1)
dXt−1 (2.7)

=

∫

Xt−1

p(It|Xt)

p(It)
p(Xt|Xt−1)

p(I0, I1, ..., It−1|Xt−1)p(Xt−1)

p(I0, I1, ..., It−1)
dXt−1 (2.8)

=

∫

Xt−1

p(It|Xt)

p(It)
p(Xt|Xt−1)p(Xt−1|I0, I1, ..., It−1) dXt−1 (2.9)

=

∫

Xt−1

1

Z
p(It|Xt)p(Xt|Xt−1)p(Xt−1|I0, I1, ..., It−1) dXt−1

=
1

Z
p(It|Xt)
︸ ︷︷ ︸

Likelihood

∫

Xt−1

p(Xt|Xt−1)
︸ ︷︷ ︸

Temporal Prior

p(Xt−1|I0, I1, ..., It−1)
︸ ︷︷ ︸

Posterior at timet − 1

dXt−1, (2.10)

whereZ is a normalizing constant. The integral portion of the aboveequation is referred to as theprediction

and the term before the integral,p(It|Xt), as thelikelihood. Furthermore, the first term in the integral, is

also known as thetemporal priorthat defines the dynamics or the state evolution process. It is worth noting

that the above recursion terminates atp(X0|I0) = p(X0), where it is assumed that the distribution over the

initial starting poseX0 is known. In the case of the pose estimationp(X0|I0) 6= p(X0) and itself needs to be

inferred.

If the likelihood is Gaussian,p(It|Xt) = N (It;AoXt,Σo), the initial distribution,p(X0), is Gaussian

and temporal prior is linear with normally distributed noise,p(Xt|Xt−1) = N (Xt;AdXt−1,Σd), the inte-

gral in Eq. 2.10 can be dealt with analytically. This model iscommonly called the Kalman Filter and has

been used successfully for articulated tracking in some cases [112]. While the Kalman filter provides a prob-

abilistic solution to tracking, this model is only capable of dealing with uni-modal Gaussian predictions of

the posterior. Hence, most state of the art probabilistic methods tend to avoid Kalman Filtering in favor of

other models that make weaker assumptions on dynamics and observations (e.g.particle filtering).

It is worth mentioning that there is significant evidence that the posterior over pose is indeed non-Gaussian

and is hard to model using simple parametric distributions.This arises due to non-linear dynamics of the

human body and an often non-Gaussian observation model. Forexample, when a leg hits the ground during

the walking cycle, the result is an inelastic collision between the foot and the ground plane that is highly

non-linear. In terms of observations, based on simple geometry, we know that mapping between the 3D pose

and the 2D pose (which is the only thing that we can observe in the image) is not one-to-one. This means

that naturally an observed image would give rise to multiplehypothesis for the 3D pose5. Lastly, since body

joints move over large ranges but have hard limits, they are not well modeled using Gaussian or other simple

distributions.

Constructing models that encode these more realistic phenomena, leads to the forms of the integral in

Eq. 2.10 that cannot be dealt with analytically. In such cases a common solution is to approximate the

integral using numerical (e.g.Monte Carlo) integration. This leads to a family of methods that are commonly

known asParticle Filters. Particle filters will be covered in more detail in Section 3.6.4. Particle filters have

been extensively used for both rigid [157] and articulated object [52, 193] tracking. Unlike the Kalman Filter,

Particle Filters are able to deal with complex and multimodal posterior distributions. Particle Filters tend

to represent the posterior at timet using a weighted set ofN samples (particles){s(i)t , w
(i)
t |i ∈ [1, ...,N ]},

wheres(i)t is an i-th sample andw(i)
t is the corresponding weight, such that

∑N
i=1 w

(i)
t = 1. The most

5This ambiguity can be significantly reduced by using multiocular observations.
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notable disadvantage of these methods is that they require sampling in high-dimensional spaces to represent

the posterior. Since the number of samples required grows exponentially with the dimensionality, (a.k.a. curse

of dimensionality), most methods rely on some heuristic function that designates the most plausible portion

of the space to sample. Consequently, the efficency of particle filters is greatly effected by the choice of this

function.

Annealed Particle Filters(APF) [52]. Due to the high-dimensionality of the state space and often highly

non-convex likelihood function with narrow peaks, the number of samples required to model the posterior in

the realistic cases is intractably high. The Annealed Particle Filter tries to battle this problem using the con-

cept of simulated annealing initially introduced by Kirkpatrick et al. in [116]. Instead of sampling the poste-

rior p(Xt|I0, I1, ..., It) directly a series of distributionswith probabilitydensitiesp0(Xt), p1(Xt), ..., pM(Xt)

are introduced (also referred to in the context of APF aslayers), wherepm(Xt) differs only slightly from

pm+1(Xt). These distributions are constructed such thatp0(Xt) = p(Xt|I0, I1, ..., It), and each subsequent

distributionpm+1(Xt) is designed such that the Markov Chain used to sample from it allows easier movement

between regions of the state/search space. The last layer corresponding topM (Xt) allows movement between

all regions of the state/search space. The usual method of achieving this is by settingpm(Xt) ∝ p0(Xt)
βm ,

whereβm is thetemperatureparameter such that1 = β0 > β1 > ... > βM . As a result the effect of the

peaks in the posterior is introduced gradually by adjustingthe temperature of the posterior distribution.

APF draws samples from the posterior by first simulating the Markov Chain corresponding to the distribu-

tionpM (Xt), then using the resulting estimates of the distribution as initialization for simulating the Markov

Chain corresponding topM−1(Xt) and so on until Markov Chain corresponding to the desired distribution

(posterior)p0(Xt) is simulated. The proposed method is a heuristic for avoiding local minima and handling

narrow peaks that can be problematic when simulating the Markov Chain corresponding to the posterior

p0(Xt) = p(Xt|I0, I1, ..., It) directly.

Hierarchical Particle Filters [51, 136]. Hierarchical particle filters (a.k.a. partitioned sampling) handle

the problem of high dimensionality of the state-space in a different way. They use search space decomposition

to partition the search space into a number of independent searches. If the state space can be partitioned into

parts that can be searched independently, then the computation time would be reduced significantly. Instead

of complexity exponential in the number of degrees of freedom, we can have a search strategy that is linear in

the number of partitions and exponential in the number of degrees of freedom within a partition. For example,

if we partition our stateXt ∈ R
d into K equal partitions (in most realistic cases the partitions will not be

equal)Xt = [xt,1,xt,2, ...,xt,K]T , wherext,k ∈ R
d/K , then instead of exponential search strategyO(cd)

we can have search strategy that isO(Kcd/K ), wherec is a constant.

In the context of human motion and pose estimation, the partitioning often takes the following form: first

find the torso, then given the torso find the head and the upper extremities, then given the upper extremities

find the lower extremities, followed by hands and feet. Whilethis strategy is very efficient it suffers from

one significant disadvantage, it assumes that the parts thatare high in the hierarchy can be localized well

(e.g.torso). Depending on the imaging conditions and the exact partitioning strategy this assumptions may or

may not hold. In general a dynamic data-driven strategy for the partitioned sampling would be prefered. The

approach introduced in this thesis that uses graphical models to model the conditional independence between

parts of the search space (that correspond to individual body parts) and uses particle message passing to do

the search, can be viewed in this way - as dynamic iterative hierarchical search that is not committed to the

particular partition strategy. It is worth noting that partitioned sampling can also be combined with annealed
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particle filtering for further speed and robustness improvements [51].

Rao-blackwellized Particle Filters (RBPF) [153]. Standard Particle Filters assume that the integral in

the Baysian filtering equation cannot be computed analytically, in some cases however integrating analytically

over part of the state space may be easy (e.g.a subset of variables inXt may be Gaussian). Rao-blackwellized

Particle Filters make use of this fact by integrating analytically over the part of the state-space that can be

integrated, and sampling the rest. As a result it can be shownthat Rao-blackwalized Particle Filters provide

a better estimate for the posterior distribution. While RBPF inference has been successfully used in various

applications, few approaches have thus far attempted to useit for articulate human motion estimation [104].

Hybrid Methods often attempt to integrate particle filtering with deterministic (gradient) optimization

of the posterior [38, 241]. One such example is Hybrid Monte Carlo (HMC) filter [38], that uses multiple

Markov Chains that use posterior gradients to rapidly explore the state space, yielding fair samples from the

posterior. The resulting approach is claimed to be several thousand times faster then the standard particle

filter. Similarly, covariance scaled sampling [210] combines covariance scaled ‘oversized’ sampling with

local optimization subject to joint and non-self-intersection constraints.

In [211] MCMC sampler is modified to include a potential function that focuses samples on nearby saddle

points based on the local gradient and curvature of the inputdistribution. This strategy effectively finds

local optima in the high dimensional space of articulated poses. Interpretation trees and inverse kinematic

reasoning can be used to construct sampling schemes that account for long-range structural ambiguities of 3D

human motion [209] observed from a monocular camera. This approach has also been extended in [208] by

introducing variational temporal smoothing that accountsfor temporal continuity in persistently multi-modal

posterior.

Multiple Hypothesis Tracking is an alternative to the Particle Filtering. Instead of representing the

posterior distribution over the state explicitly, MHT approaches [34, 131] often formulate the problem of

inference as that of explicitly maintaining a fixed number ofhypothesis that correspond to the modes of the

posterior distribution.

2.9 Number of Views

As was discussed in the Section 2.4 the human body can be represented in either 2D or 3D. If the 2D repre-

sentation is chosen then at least conceptually one view (or asingle image) of the scene should be sufficient to

infer the pose of visible parts. In the case of the 3D model, itis unclear how well one can expect to predict

the pose from a single view, especially when motion information is unavailable. It is known that multiple

3D poses will result in the same 2D image projection, and as a result most approaches that attempt to solve

this problem from monocular imagery must either rely on prior knowledge of the motion [125] or temporal

information [193, 195, 206, 209] to resolve ambiguities. The problem of 3D pose inference, however, is

significantly simplified when multiple views are available.At least conceptually with sufficient number of

non-degenerate6 views, the body can be fully observed and the pose recovered with little or no prior assump-

tions on the motion.

6By degenerate views we mean views of the scene that give no additional information. For example, cameras that are very close
together resulting in the nearly the same image, would be considered degenerate. Degeneracy may also depend on the features. For
example, cameras that are located opposite to each other (180 degrees apart) can produce identical silhouettes.
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2.9.1 Multiocular 3D Inference

Most approaches that deal with multiple views can be classified into the ones that either use thevisual hull

explicitly or backproject the 3D model into the image without explicitly reconstructing the volumetric repre-

sentation. In both cases the knowledge of the camera parameters (both intrinsic and extrinsic) is essential to

draw correspondences between information in different cameras.

Visual hull. Visual hull based approaches explicitly solve for the association of features from multiple

views, resulting in the approximate 3D bounding geometry ofthe actual object. It can be shown that as

the number of views increase the visual hull tends to approach the true shape of the object. Most visual

hull approaches [28, 36, 39, 113] rely on a good background subtraction process and silhouettes to define the

generalized silhouette conethat originates at the focal point of the camera and runs through the contour of the

silhouette. The intersection of the cones from different cameras defines the upper bound on the space occupied

by the object. More recent approaches of Voxel Coloring [36]also check color consistency across multiple

views. The key problem with these approaches is their reliance on nearly perfect background separation.

Noisy silhouettes from even a single camera will result in holes in the 3D volume, significantly corrupting

the representation. To attempt to handle this, a probabilistic occupancy grid approach has bin introduced in

[65], where an equivalent of the visual hull can be obtained by taking the isosurface of the density at a given

probability. Once the volume is recovered the tracking of the 3D shape can be performed either by stochastic

meta descent [113] or iterative closest point [151].

Backprojection. Alternatively, approaches [52, 74, 77, 112, 197] have used backprojection of the model

into the image to ease the burden of the low level observationassociation and the need for nearly perfect

silhouette data. In visual hull approaches, hard decisionsare made that may result in the loss of information

early (at the feature level). Errors in that stage propagate. The backprojection methods delay hard decisions

until later, when more information is available (such as thefull body model), that may resolve ambiguities

and deal with missing data more effectively. In backprojection methods, the multiple views are handled by

the likelihood function, where independence is often assumed across camera views [52, 197] and the product

over individual view-based likelihoods is taken as an overall measure of pose match.

2.9.2 Monocular 3D Inference

The case of inferring a full 3D pose of the person from single monocular image is the most general case

considered by the community. In general, there have been twocategories of approaches for doing this: (1)

discriminative methods that attempt to learn the mapping directly from the image features to 3D pose, or (2)

methods that recover the 2D pose first and then attempt to characterize the set of 3D poses that are consistent

with the 2D interpretation.Exemplarandprobabilistic mappingmethods discussed bellow fall into the first

category;geometricand what we callprobabilistic 3D reconstructionmethods into the second.

Exemplar Methods

The first class of approaches, that has already been discussed to some extent in Section 2.7, attempts to

encode the appearance of the person using a set of generic features (e.g.shape context codebook entries [1, 4],

histograms of oriented gradients [189], boundary fragments [88], Hu moments of the silhouette [179, 180])

and learn the mapping from these features to the 3D pose representation. One popular method is to collect a
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large dataset offeature-poseassociations and build a database.K-nearest neighbor [87, 166] or approximate

K-nearest neighbor [189] methods can then be used to query thedatabase for the entry that matches closely

the features observed in the image and return the associatedpose. In doing this, one must typically choose the

similarity measure that is used to compare the features and an efficient (sub-linear) algorithm for search of

the database. In [189] the similarity measure is recovered automatically based on the similarity relationship

imposed on the training data. Alternatively in [11] the embedding that preserves the similarity is computed

and used for faster query computation. These approaches areeffective, but requires a database that spans the

set of all possible poses, people, appearances and lightning conditions. This is often impractical for generic

applications where motion, subject and lighting are unconstrained. Alternatively, a coarser discretization of

this space can be used and a locally linear regression employed to interpolate between the poses [189] to get

a continuous estimate for 3D pose. Even so, this class of approaches provides no probabilistic confidence

measure for the recovered pose, nor can it easily embed any priors over the poses without explicitly changing

the content of the database.

Probabilistic Mapping

Alternative approaches [1, 4, 179, 180, 205, 206] attempt tolearn a direct continuous probabilistic mapping

between the features and the 3D pose. The set offeature-poseassociations in this case are treated as training

data, based on which a much more compact representation of the relationship between these is recovered. For

example, in [1, 4] a simple ridge regression and relevance vector regression (RVM) is used to characterize this

mapping. While effective in some situations, the approach inherently assumes that the relationship between

the 2D features (silhouettes in this case) and the 3D pose is linear and one-to-one, which in general is not

true. In particular, more then one 3D pose can give rise to thesame silhouette features depending on the view

of the camera, orientation of the person and pose. To addressthis, the approach of [1, 4] was extended to

include the multivalued probabilistic mapping [179, 180, 205, 206], and other features (edges and oriented

gradients) that allow observation of occluding parts of thebody [205, 206].

Geometric Methods

One alternative to the exemplar and probabilistic methods discussed was proposed by Tayloret al. in [222],

where an approach was introduced capable of recovering a family of solutions based on pure geometry.

Given the knowledge of the set of keypoints corresponding tojoint positions in the image (obtained using a

manual labeling procedure) and the knowledge of the 3D body segment lengths connecting these points, the

approach was able to estimate the 3D configuration(s) of the body consistent with 2D constraints, modulo a

scaling factor. While the original proposed method relied on the manually labeled set of keypoints, it was later

extended by [148], to work from a set of automatically obtained keypoints. These keypoints were obtained by

solving for the 2D pose of the person in an image using a bi-partite matching of shape context features [148].

This geometric approach, however, is relatively unstable with respect to small perturbations of the keypoint

locations in 2D.

Probabilistic 3D Reconstruction

Based on the intuitive notion of using 2D pose to constrain the search for plausible 3D poses, Howeet al. in

[90] proposed the approach that modeled the joint density ofthe 2D and 3D spatio-temporal poses defined
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for a fixed size (11 frame) snippet of video. This joint Gaussian Mixture model learned using EM was

then used to derive a conditional distribution of the 3D posesnippet conditioned on the observed 2D pose

sequence. The overlapping 3D motion snippets were then merged using a weighted interpolation resulting in

the continuous motion. While this spatio-temporal model helped to resolve some of the instabilities due to

the jitter of joint positions in a single image, it still relied on the manual initialization at the first frame for

2D tracking, falling short of a fully automatic system. Similar in spirit, an approach was introduced by Brand

in [29], where silhouette moments defined over a motion sequence were used to reconstruct 3D pose. More

recently, there have been attempts to reconstruct the 3D pose from a monocular image, using intermediate

2D pose estimates; an approach taken in Chapter 6 of this thesis. In [127] for example, MCMC sampling

was used to search for the 3D pose that is consistent with 2D probabilistic observations derived from a single

image, based on automatic canonical detection of body parts.

2.9.3 Sub-space Methods

So far we have talked about approaches for monocular 3D pose estimation that are relatively general and

assume little about the nature of the motion itself. Making assumptions about the motion, however, signifi-

cantly simplifies the problem in many cases. In particular many simple repetitive motions can be represented

by low-dimensional manifolds in a much higher dimensional space of all possible human motions. This is

the key assumption of the sub-space methods. For example, the walking motion of a known subject can be

parameterized by two parameters: phase and speed [55, 160].Only one additional dimension is necessary to

capture additional variations across the view of the person[125]. Variations across multiple walking people

have been shown to be captured well in the3 dimensional non-linear sub-space obtained using Gaussian

Processes Latent Variable Models (GPLVM) [227]. GPLVM has aconvenient probabilistic form that defines

bi-directional mapping from and to the latent space. Furthermore, the latent space can be optimized to pre-

serve dynamics [226], resulting in the model where pose estimation and tracking can all be performed in the

latent space significantly reducing the computation required from the search inRd where typicallyd = 30+,

to search inR3. A similar approach that uses a Mixture of Factor analyzers for non-linear manifold learning

was introduced by Liet al.[131]. There is, however, an inherent limitation in these models in that the motions

must be relatively simple and/or cyclic. At the moment it is unclear how these approaches can be extended to

work in more general settings where motions are of varying content and complexity.

2.10 Quantitative Evaluation

A variety of statistical [3, 4, 14, 52, 93, 196, 197, 206] as well as deterministic methods [147, 189, 222]

have been developed for tracking people from single [3, 4, 59, 93, 122, 146, 147, 170, 173, 174, 178, 196] as

well as multiple [14, 52, 77, 197] views. All these methods make different choices regarding the state space

representation of the human body and the image observationsrequired to infer this state from the image data.

Despite clear advances in the field, evaluation of these methods remains mostly heuristic and qualitative. As

a result, it is difficult to evaluate the current state of the art with any certainty or even to compare different

methods with any rigor.

Quantitative evaluation of human pose estimation and tracking is currently limited due to the lack of

common “ground truth” datasets with which to test and compare algorithms. Instead qualitative tests are
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widely used and evaluation often relies on visual inspection of results. This is usually achieved by projecting

the estimated 3D body pose into the image (or set of images) and visually assessing how well the estimates

explain the image [52, 59, 174]. Another form of inspection involves applying the estimated motion to a

virtual character to see if the movements appear natural [206]. The lack of the quantitative experimentation

at least in part can be attributed to the difficulty of obtaining 3D ground truth data that specifies the true pose

of the body observed in video data.

To obtain some form of ground truth, previous approaches have resorted to custom action-specific schemes

(or tricks);e.g.motion of the arm along the circular plate of known diameter [112]. Alternatively synthetic

data has been extensively used [3, 4, 77, 189, 206] for quantitative evaluation. With packages such as POSER

(e frontier, Scotts Valley, CA), semi-realistic images of humans can berendered and used for evaluation. Such

images, however, typically lack realistic camera noise, often contain very simple backgrounds and provide

simplified types of clothing. While synthetic data allows quantitative evaluation (3D pose is known), current

datasets are still too simplistic to capture the complexities of natural images of people and scenes.

For 2D human pose/motion estimation, quantitative evaluation is more common and typically uses hand

labeled data [93, 170, 173]. While quantitative evaluationdoes occur, the datasets are typically unique to

each research group, preventing direct comparison of methods. Furthermore, for both 2D and 3D methods,

no standard error metrics exist and results are reported in avariety of ways which prevent direct comparison;

e.g.average root-mean-squared (RMS) angular error, silhouette overlap, joint center distance,etc.

One of the contributions of this thesis is the new dataset, that we call HUMAN EVA , that contains large

amount of synchronized motion capture and multi-camera video data. A number of subjects were captured

using the specialized setup performing a set of predefined actions in regular clothing. As part of this effort, we

also outline a set of metrics for measuring error, that in ourview make it easier to compare various methods

on equal footing. The details of the dataset and the metrics will be discussed in Section 5.7.1; the data can be

obtained fromhttp://vision.cs.brown.edu/humaneva/ .

2.11 Generic Object Detection, Localization and Categorization

Thus far we have concentrate on the articulated object pose estimation and tracking, however, the approaches

introduced can be generalized to work for generic object detection tasks. We briefly cover the three major

classes of approaches for generic object detection, localization and categorization bellow.

2.11.1 Sliding Window Classifiers

Sliding window classifiers refer to the class of approaches that attempt to encode the appearance of the

object as a whole and then classify the patches in the images as either conforming to the object model or

not. The classifier is typically learned from a fixed size registered set of image templates. To find objects at

different positions, scales and rotations in the image typically the image itself is transformed to a fixed set

of canonical scales and orientations and the classifier is slid (hence the name) across this set of constructed

images. Typically the classifier will not respond only at a single location and scale where an object is present,

but rather will respond in the neighborhood producing a family of hypothesis. To resolve this the standard

approach is to apply non-maximal suppression, and report only the results that correspond to the set of local

maxima. Note that although the classifiers are learned, the non-maximal suppression procedure is typically
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designed by hand.

One of the prime examples of the sliding window classifier is AdaBoost introduced by Viola and Jones

[236]. A cascade of classifiers is learned based on Haar Wavelets that were discussed in Section 2.5.8.

The cascade allows fast classification, by quickly rejecting regions that are unlike the object (regions of

constant color or texture) and spending more time resolvingharder ambiguous cases. The approach can also

be amended to deal gracefully with detection of multiple objects, by choosing features that are common

to multiple classes of objects (but still discriminative) for classification [223]. An alternative is to use a

support vector machine (SVM) classifier based on either Haarwavelets [144] or PCA based features [124].

One important challenge for these methods is appearance changes that result from both the viewpoint of the

object and the variations within an object class. Typicallyonly minor variations in both can be accounted for

by these classifiers.

2.11.2 Part-based Models

A number of authors in recent literature [59, 144, 249] suggested that modeling complex objects by compo-

nents explicitly and then combining [59, 144] or statistically fusing [93, 249] the information is superior to

the global appearance approaches (that model variations inparts implicitly) in the presence of partial occlu-

sions, out-of-plane rotation and/or local lighting variations. Component-based detection is also capable of

handling highly articulated objects, for which a single appearance model may be hard to learn. To this end,

it is common to represent objects as collections of featureswith distinctive appearance, spatial extent, and

position [33, 61, 144, 235, 236, 243]. There is, however, a large variation in how many features one must

use and how these features are detected and represented. There are also variations in how much geometry is

encoded in the model. Typically part based approaches detect a set of interest points or keywords, based on

which local (often scale and/or rotation invariant) image descriptors are derived. The object models are then

learned based on these descriptors in supervised [198, 236], semi-supervised [61] or non-supervised [204]

fashion.

The simplest model in this category is thebag of wordsmodel [45, 58, 204] that originated in the doc-

ument analysis community [84]. The key idea is that any object can be represented using a codebook of

visual descriptors/codewords. In this model the spatial relationships between the parts are ignored and only

the presence/absence of the codewords is encoded using a histogram based representation. As a result these

approaches tend to be very useful in image categorization, where one only needs to reason about the object

presence. They are not able to infer the position, rotation or configuration of the object in the image however.

The constellation modelis a very influential model for object class detection that was introduced by

Weberet al. [243] and later extended by Ferguset al. [61]. This is a generative model defined over interest

point locations and appearances. Unlike the “bag of words” model, the constellation model strongly param-

eterizes the geometric relationships of parts using a jointGaussian over both centroid positions of all parts

and individual appearances of parts themselves. Assuming that we have a set ofN parts in an object and the

appearance of each part is encoded using a128 dimensional SIFT [135] vector, we can express the model as

a Gaussian inR128N . Since this model has a simple Gaussian form the probabilityof a set ofN keypoints

can easily be evaluated, however, we must search over all possible assignment ofM descriptors found in the

test image toN parts encoded in the model. Hence the complexity of performing localization of a single

object isO(MN), whereM is typically around100 − 500. This exponential complexity in the number of
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parts ensures that this model is only tractable for objects that can be encoded using small number of parts

(N ≈ 5). The model also cannot easily handle clutter or occlusions. A recent extension to this model called

a common framemodel [145] encodes the position of parts relative to the centroid of the object, leading to a

more efficient inference algorithm.

Thepictorial structures model [59] that was discussed in the context of disaggregated models for human

pose and motion in Section 2.4.3 encodes a looser pair-wise geometric relationships between parts, allowing

efficient inference of the configuration along with the position and orientation. Unlike the “constellation

model”, the detection and localization can be done in the time linear in the number of parts. Similar models

have also been introduced by Agarwalet al. [5], Amoreset al.[7] and Opeltet al.[158]. These approaches

differ significantly in the features used to encode the appearance and in the specifics of the model, however,

the common underlying premise is to model both appearance and pair-wise geometric constraints on the parts.

2.11.3 Hierarchical Composition Models

Part-based models deal well with deformable and articulateobjects, but also tend to be relatively slow (apart

from the “bag of words” model that is not able to perform localization). To be able to deal with deformable

structure faster, a new class of methods has recently started to emerge. This relatively novel class of models

attempts to model compositionality of objects in terms of parts. This compositionality is most often encoded

by a hierarchical model. In this model the root of the hierarchy corresponds to a full model of the object

with all it’s intricacies, and the lower-levels to simpler features that are easier and faster to detect. This

hierarchical structure facilitates rapid object detection and inference. In [263] a shape based hierarchy is

defined and encoded using a statistical graphical model. Theinference in this model can be done efficiently

using Belief Propagation (BP), resulting in the reported performance that is100 times faster then competitors.

Athitsoset al.[10] introduced a very flexible approach that uses grammar like syntax to detect and localize

deformable objects that can have variable structure (i.e. varying number of sub-parts). One example of such

a class of objects is branches with leaves. The approach is anextention of Hidden Markov Models (HMMs),

often used for analysis of temporal data, that in this case isadapted to modeling of the variable deformable

spatial structure of an object. In a similar attempt, probabilistic grammars have also been used by Zhu

et al. [262] to model and detect objects.



CHAPTER 3

Graphical Models and Inference

Graphical modelshave a wide applicability in statistics, machine learning,statistical physics, and more re-

cently computer vision. Graphical models capture the way a joint distribution over all random variables can

be decomposed into a product of factors each depending on only a subset of variables. This local decompo-

sition of the joint distribution often leads to tractable inference algorithms. Graphical models also provide

simple and intuitive way to visualize the structure of probabilistic models.

A probabilistic graphical model in general can be encoded using a graphG = {V, E} that comprises of

a set ofnodesor vertices, V, and a set ofedges, E . Each vertex,i ∈ V, in this graph is associated with a

random variableXi. These variables can either be continuous or discrete depending on the problem. Each

edge(i, j) ∈ E can be thought of as a probabilistic relationship between random variables associated with

pair of distinct nodesi ∈ V andj ∈ V. It is often useful to partition vertices,V, in a graphical model into

two disjoint sets,V = {VX,VY}, where the second setVY, corresponds to the nodes in the graph that are

associated with variablesY = {Yi|i ∈ [1, ...,M ]} (whereM = |VY |) that are directly observed, and the

first setVX corresponds to the nodes in the graph that correspond to variablesX = {Xi|i ∈ [1, ..., N ]}
(whereN = |VX|), that are not observed directly but the value of which is of some interest. It is notationally

convinient to shade the nodes∈ VY gray, to make it visually clear that they can be observed.

Graphical models in general can be categorized into three categories: directed, undirected, and factor

graphs. Directed models, also calledBaysian Networks(BN), are useful for expressing causal relationships.

If the graph is directed then the edges, that are often depicted using arrows, correspond to the conditional

dependencies of the child nodes (nodes toward which the arrows are pointing) on the parents (nodes from

which the arrows originate).Undirected models, also known asMarkov Random Fields(MRF), are used to

encode constraints or correlations between random variables. In undirected graphical models the edges are

depicted using arrow-less lines between nodes.Factor graphsare a relatively recent addition to the graphical

model family, that generalizes both directed and undirected models. A factor graph is defined as an undirected

bipartite graphG = {V,F , E}, whereV andE are defined as before, andF is the set of additional vertices

that are calledfactors.

Graphical models themselves only encode the structure of the joint distribution using a graphG = {V, E}
(or G = {V,F , E} in the case of the factor graph), the specific forms of the relationships between random

variables in the graph are not specified explicitly. Hence, in addition to specifying the graphical model, one

must also specify the parameters of the graphical model,θ, where the form of these parameters will depend

39



40

X1

X2 X3

X4 X5

X1

X2 X3

X4 X5

X1

X2 X3

X4 X5

Bayesian Network Markov Random Field Factor Graph

Figure 3.1: Graphical model families. Three families of graphical models that will be discussed
in this chapter are illustrated. All three graphs can encodethe same underlying joint distribution,
p(X1,X2,X3,X4,X5), given the proper choice of parameters. Different choices of parameters would lead
to different encoded joint distributions.

on the problem and the parameterization chosen for the variables and their relationships.

While graphical models define a rich set of models, there are only a few canonical operations that one is

often interested in performing using these models. In particular, (1) learning of model structure, (2) learning

of model parameters given the structure of the model, and (3) inference using the model where both structure

and the parameters are known. The first task is by far most complex and deals with estimating the nodes,

V, in the graph and the connections between nodes,E , corresponding to the relationship between random

variables. In general to be able to do useful structure learning one typically must assume sparseness priors

on both the edges and the nodes, attempting to recover the graph with as few nodes and edges as possible

subject to the observed data. We will not address structure learning (a.k.a. model selection) in this thesis, and

refer readers to [12, 129, 200, 201] for some recent work in this area.Parameter learningrefers to estimating

parametersθ given the model structureG = {V, E} and subject to the data observed. We will cover a few

examples of this in Section 3.4. The last task ofinferenceis central to this thesis and will be covered in depth

in this chapter. Inference in the graphical model, typically refers to finding the value, or the distribution over

the values of all or some sub-set of hidden variables given the observations. Consequently parameter learning

can often be cast as an inference problem itself.

In the following sections we introduce and compare several different classes of graphical models, includ-

ing directed, undirected and factor graphs. We also introduce some specific instances of models within each

class that are both common and useful for the purposes of thisthesis. We also introduce methods for learning

parameters and doing inference in these models.

3.1 Graphical Model Building Blocks

In this section we will introduce the set of distributions commonly refereed to in this thesis and their prop-

erties. These distributions will play a key role in constructing more complex models used throughout this

thesis, and in doing inference in these models.

3.1.1 Exponential Family

The exponential familyof distributions is a class of distributions that serve as building blocks in graphical

models, and give rise to rich probabilistic models used throughout the thesis. The distributionp(X|θ), where
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X is a random variable andθ is a set of parameters, is said to be part of theexponentialfamily if it can be

written in the following form:

p(X|θ) =
1

Z(θ)
h(X) exp

[
θT t(X)

]
(3.1)

where,

θ is a vector of parameters (a.k.a. naturalor canonicalparameters)

t(X) is a function referred to assufficient statistics

Z(θ) is anormalizing constant(a.k.a.partition function) defined as

Z(θ) =
∫
h(X) exp

[
θT t(X)

]
dX for continuous variableX, and

Z(θ) =
∑

X

h(X) exp
[
θT t(X)

]
for descrete choice ofX

h(X) is a function ofX.

Many distributions can be written in this form, including Bernoulli, Poisson, Gaussian, Beta and Gamma

densities. While the exponential family has many convenient properties, one that is worth mentioning is that

the joint probability ofN i.i.d. samples from the distribution,D = {xi ∼ p(X|θ)|i ∈ [1, ..., N ]}, can be

written in the following form,

p(D|θ) = p(x1, ..., xN|θ) =
N∏

i=1

p(xi|θ)

=
N∏

i=1

1
Z(θ)h(xi) exp

[
θT t(xi)

]

=

[
N∏

i=1

1
Z(θ)h(xi)

]

exp

[

θT
N∑

i=1
t(xi)

]

,

(3.2)

which suggests that the dimensionality of the sufficient statistic remains the same with the number of samples.

This, in turn means that in order to characterize a distribution in the exponential family, it is sufficient to

compute the sufficient statistics. Once we have sufficient statistics for the distribution the samples themselves

give no additional information about the distribution thatgenerated them. This gives a convienient compact

form for representing distributions in this family. For thelist of other common properties of exponential

family we refer the reader to [22, 107].

3.1.2 Gaussian Distribution and Properties

In this section we will review aGaussian(or Normal) distribution, which is a prime example of the exponen-

tial family. A univariate Gaussian distribution with meanµ and varianceσ2 on random variableX ∈ R can

be written as,

p(X|µ,Σ) =
1

σ
√

2π
exp

[

−1

2

(X − µ)2

σ2

]

. (3.3)

Alternatively we can also introduce the shorthand notationN (X|µ,Σ) orN (X;µ,Σ). It is easy to see that a

univariate Gaussian is an exponential family distributionwith the following parameterization,

θ =

[

µ/2σ2

−1/2σ2

]

, t(X) =

[

X

X2

]

, Z(θ) = exp
(

µ
2σ2 + log σ

)
, h(X) = 1

2
√

2π
. (3.4)
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If X is multivariate random variable,X ∈ R
d, then the distribution can be written in the more general

form,

p(X|µ,Σ) =
1

(2π)d/2|Σ|1/2
exp

[

−1

2
(X − µ)T Σ−1(X − µ)

]

, (3.5)

whereΣ is now a covariance matrix andµ a multivariate mean. The Gaussian distribution has a numberof

convienient properties that make it very useful for modelling and inference tasks. The two most important

properties that relate to the product of Gaussian distributions and conditional distribution of jointly Gaussian

variables are stated bellow.

Product of Gaussian distributions

Product of two or more Gaussian distributions is also a Gaussian distribution. For example, product ofM

Gaussian distributionsp(Xi) = N (Xi|µi,Σi), i ∈ [1, ...,M ] is

p(Y) =

M∏

i=1

p(Xi) = N (Y|µY,ΣY), (3.6)

where

ΣY =

(
M∑

i=1

Σ−1
i

)−1

µY = ΣY

(
M∑

i=1

Σ−1
i µi

)

. (3.7)

Conditional Gaussian distribution

A conditional distribution of two or more jointly Gaussian variables is also a Gaussian [22, 217]. Consider a

case of two jointly Gaussian variablesX andY,

N
([

X

Y

]

|
[

µX

µY

]

,

[

ΣX ΣXY

ΣYX ΣY

])

. (3.8)

We can write conditional distributionp(X|Y) as a normal distribution with the following parameters for

mean and covariance respectively:

µX|Y = ΣXYΣ−1
Y

(Y − µY) (3.9)

ΣX|Y = ΣX − ΣXYΣ−1
Y

ΣXY. (3.10)

3.2 Bayesian Networks

Baysian Networksis a family of graphical models that characterize how the joint distribution over a set ofN

variables,p(X1,X2, ...,XN), factors into a set of conditional relationships imposed bythe structure of the

graphG = {V, E}. By the product rule, it can be shown that the joint distribution defined by the graph can be

written as the product of conditional distributions for each node, where the variable associated with the node

is conditioned on all the parents of that node in the graph. Hence, for a general directed graph withN = |V|
variables, the joint distribution can be written as:
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X1

X2 X3

X4 X5

Conditional Independence Constraints
(imposed by the graph structure)

X1 ⊥⊥ {X2,X3,X4,X5}
X2 ⊥⊥ {X3,X4,X5}
X3 ⊥⊥ {X2,X4,X5}
X4 ⊥⊥ {X1}|{X2,X3}, X4 ⊥⊥ {X5}
X5 ⊥⊥ {X1}|{X3}, X5 ⊥⊥ {X2,X4}

p(X) = p(X1,X2,X3,X4,X5) = p(X5|X3)p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1)

Figure 3.2:Baysian Networks. Example of baysian network graphical model. The joint distribution factors
into the product of conditional distributions as illustrated above. All the conditional independences imposed
by the graph itself are also listed. Notice that even though there seems to be a loop in the graph, there are no
directed cycles.

X1 X2 X3 X4 X5 X6 X7 X8 X9

Figure 3.3: Markov Chain . Graphical model corresponding to a first-order Markov Chain. First-order
Markov assumption encoded in the model presumes that the state,Xt, at timet is only a function of the state
at t − 1 for all t ∈ [2, ..., T ], where in the example aboveT = 9.

p(X1,X2, ...,X|V|) =
∏

i∈V
p(Xi|XA(i)), (3.11)

whereA(i) ∈ V is defined as a function that returns all parents of the nodei ∈ V in a graph;XA(i) is then

the set of associated variables{Xk|k ∈ A(i)}. The equation above expresses the factorization properties

of the joint distribution and holds for all joint distributions and all definitions of variablesXi, i ∈ V. In

order to ensure that factorization holds, an important restriction on the graph topology must be maintained.

In particular, graphG = {V, E} cannot contain cycles, (i.e. it must be adirected acyclic graph(DAG)). In

other words, there cannot exist a path from any node in the graph along the directed edges that leads back to

the node itself. Example of the directed graphical model andthe factorization of the joint distribution over

all the variables is given in Figure 3.2.

3.2.1 Markov Chains

Markov Chains are among the simplest directed graphical models. A first-order Markov Chain is defined on

a series of random variables{X1,X2, ...,XN} such that the following conditional independence holds for

n ∈ [1, ...,N − 1]:

p(Xn+1|X1, ...,Xn) = p(Xn+1|Xn). (3.12)

This conditional independence can be encoded in the graphical model as is shown on Figure 3.3. The

Markov Chain can then be specified by the initial distributionp(X1) and the conditional distribution for the

subsequent variables (a.k.a.transition probabilities). A Markov Chain is calledhomogenousif the conditional
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X1 X2 X3 X4 X5

Y1 Y2 Y3 Y4 Y5

X1 X2 X3 X4 X5

Y1 Y2 Y3 Y4 Y5

(a) (b)

Figure 3.4: Hidden Markov Models. Directed graphical model representation of the temporal Hid-
den Markov Model (HMM) withT = 5 observations and hidden variables are shown. Models that il-
lustrate first-order and second-order Markov dynamics are shown in (a) and (b) respectively. In gen-
eral anN -th order Markov assumption in the directed model above states that the hidden variableXt

is conditionally independent of all observation past or future given the estimates for{Xt−N , ...,Xt−1},
i.e.p(Xt|X \Xt) = p(Xt|Xt−N , ...,Xt−1), whereX = {X1,X2, ...,XT}.

distributions are the same for all variables in the model. Marginal probability of a particular variable in the

chain can be computed recursively using the following,

p(Xn+1) =
∑

Xn

p(Xn+1|Xn)p(Xn) or p(Xn+1) =
∫

Xn

p(Xn+1|Xn)p(Xn) dXn, (3.13)

depending on whether the variables are discrete or continuous respectively. The distributionp(X) is said to

bestationaryif the following condition holds,

p(X) =
∑

X

p(Xn+1|X)p(X) or p(X) =
∫

X

p(Xn+1|X)p(X) dX. (3.14)

Markov Chains are extremely useful for inference of other more complex models as will be shown in

Section 3.6.3. In particular, one can design a Markov Chain in such a way as to facilitate sampling from an

arbitrary complex distribution. To this end another property of Markov Chains must be introduced,ergodicity.

Ergodicity ensures that for a given choice of the stationarydistributionp(X), p(Xn) will converge top(X)

asn→∞ irrespective of initial choice of distributionp(X1). Such a stationary distribution is also called an

equilibriumdistribution. It is worth mentioning that while a Markov Chain may have a number of stationary

distributions, an ergodic Markov Chain will have only one equilibrium distribution.

3.2.2 Hidden Markov Models

One of the most common Baysian Networks is theHidden Markov Model(HMM). A Hidden Markov Model

is often used to model temporal stochastic processes. The HMM is widely used in speech recognition [168],

natural language processing [35], analysis of biological data [81], and computer vision applications. In

computer vision, HMMs are particularly useful for temporalmodeling of object motion over time [14, 51,

52, 157].

In an HMM, as is suggested by the name the nodes in a graphG = {V, E} are partitioned into two sub-

setsV = {VX,VY}, where the first set corresponds to the hidden variablesX = {X1,X2, ...,XT} that are

not directly observed and the second to the observationsY = {Y1,Y2, ...,YT} that are generated based

on the hidden states. Furthermore there is an evolution process that is defined on the hidden variablesXt,

t ∈ [1, ..., T − 1]. For example, we can assume that the hidden states evolve according stationary first-order
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Figure 3.5:Generative and discriminative graphical models. A symbolic graphic representation of gener-
ative (a) and discriminative (b) models are shown. A specific instance of the generative and discriminative
model is shown in (b) and (c) respectively.

temporal Markov process as illustrated in Figure 3.4 (a). The joint distribution over all variables can then be

written according to the Baysian Network rules as follows:

p(X,Y) = p(Y1|X1)p(X1)

T∏

t=2

p(Yt|Xt)p(Xt|Xt−1). (3.15)

If we further assume that hidden variables are discrete and can assumeK states, then the total number of

parameters required to encode the model is|θ| = K +K(K − 1), where the prior,p(X1), can be encoded

usingK parameters and the conditional,p(Yt|Xt), using a matrix withK(K − 1) parameters (where each

parameter will encode the probability of transitioning from a given state at timet−1 to any other state at time

t). Since the sum of allK transition probabilities from a given state at timet− 1 is 1, there are actually only

K − 1 free parameters. Higher order Markov models are also possible (e.g.a second-order temporal Hidden

Markov Model is illustrated in Figure 3.4 (b)). However, the number of parameters required to encode the

model will grow exponentially with the order of the model. Inparticular,M -th order HMMs will require

|θ| = K + KM (K − 1) parameters. It is worth mentioning that HMMs can be used to encode spatial as

well as temporal structure. For example, HMMs have been successfully used for deformable shape matching

in [10]. HMMs also do not need to be stationary, in which case the number of parameters will depend

on the length of the chain itself. For a sequence withT observations, anM -th order HMM, will contain

|θ| = K + (T − 1)KM (K − 1) parameters.

The formulation above also holds if variables are continuous. In such cases often a linear-Gaussian

dynamical model is chosen for the conditionalp(Xt|Xt−1) = aXt−1 + b, wherea corresponds to the

deterministic component andb to the noise that is usually assumed to be zero mean normalb ∼ N (0,Σ).

This is also known in the literature as theautoregressive(AR) dynamical model. Generic and articulated

object tracking in the computer vision literature is often formulated using HMMs with first- or second-order

autoregressive dynamics [24, 51].

3.2.3 Generative and Discriminative Graphical Models

The Hidden Markov Model is a prime example of aGenerative Graphical Model. Generative graphical

models refer to the class of models that aim at modeling the process by which the data is generated. They

attempt to estimate the joint distribution over all hidden and observed variables and then manipulate the joint

distribution to compute the desired probability densities(e.g.marginals or conditionals). For example, if one

is interested in inferring the state of hidden variablesX = {X1,X2, ...,XN}, as is the case for classifica-

tion, then the joint distributionp(X,Y) can be conditioned on the observationsY = {Y1,Y2, ...,YM}
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resulting in the desired conditionalp(X|Y). Since the joint distribution is often complex and can contain

many variables it is often desirable to constrain the distribution before attempting to estimate it.Conditional

independence constraintsencoded in the graphical models are one way of doing this. Alternatively or in

conjunction, one can impose prior distributions over the parameters of the joint distribution or the variables

themselves, such priors are often referred to ashyperpriors. Typically one can impose a hierarchy of such

priors, with the model being less sensitive to the parameters that are higher in the hierarchy.

In general, the generative model can be drawn symbolically in the form of the directed graph in Figure 3.5

(a). The hyper-nodeX in the graph corresponds to all the hidden variablesX = {X1,X2, ...,XN} and node

Y = {Y1,Y2, ...,YM} to all observations. The arrow designates that all arrows inthe graph are only al-

lowed to point from the hidden variables to the observationsand not vice versa (nothing is assumed about the

relationship of hidden variables themselves). To estimatethe joint distribution, that is often written according

to directed graphical model rules as,p(X,Y) = p(Y|X)p(X), one needs to estimate theprior p(X) and the

conditional(often referred to as thelikelihood) p(Y|X). Since generative models are flexible and can poten-

tially encode all knowledge about the variables and their relationships, they often have good generalization

properties (i.e. they can deal with data that was not part of the training). In other words, since generative ap-

proaches aim at modeling the data generation process, they can draw inferences about all possible data values.

Unfortunately, building realistic generative models is both hard and computationally expensive, hence, most

approaches only model the most important relationships that result in weak but tractable generative models.

Since in some cases we may be only interested in the prediction of the hidden variable state from the

observed data, there may be no need to estimate the full jointdistributionp(X,Y). Instead,discriminative

modelsattempt to estimate the conditionalp(X|Y) directly. Alternatively these models can be thought

of as estimating the direct (and often probabilistic) mapping from the observations to the hidden states.

The directed graphical model depiction of discriminative models can be seen in Figure 3.5 (c). The major

difference is in the direction of the arrows that now point from the observations to the hidden nodes depicted

by the hyper-nodesX andY. This has significant implications, however, in that discriminative models cannot

model any prior information about the hidden variables; conversely they often encode prior relationships on

the data itself making it hard for the discriminative approaches to generalize.

3.3 Undirected Graphical Models

Undirected graphical models capture correlations or constraints between variables instead of causal (or condi-

tional) relationships encoded by directed graphical models. Undirected graphical models fall into the category

of generative models described in Section 3.2.3.

3.3.1 Markov Random Fields

Markov Random Fields(MRFs) represent a class of graphical models that can be characterized by an undi-

rected graphG = {V, E}, where the edges,E , imply conditional independence relationships between ran-

dom variables associated with the nodes,V. In particular, for a given nodei with associated random vari-

ableXi, let us assume we have a functionA(i) ⊂ V that returns all neighbors that are connected toi

by an edge. We can then expressV for a given choice ofi using three disjoint setsV = {i, A(i), B(i)},
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X1

X2 X3

X4 X5

Conditional Independence Constraints
(imposed by the graph structure)

X1 ⊥⊥ {X4,X5}|{X2,X3}
X2 ⊥⊥ {X5}|{X1,X3,X4}
X4 ⊥⊥ {X1,X5}|{X2,X3}
X5 ⊥⊥ {X1,X2,X4}|{X3}

p(X) = 1
Zψ123(X1,X2,X3)ψ234(X2,X3,X4)ψ35(X3,X5)

Figure 3.6:Markov Random Field. Example of an MRF graphical model. The joint distribution factors into
the product of potentials as illustrated above. All the conditional independences imposed by the graph itself
are also listed.

whereB(i) = V ∩ {i, A(i)}. The set of random variables associated withA(i) andB(i) can be writ-

ten as followsXA(i) = {Xj|j ∈ A(i)} and XB(i) = {Xj |j ∈ B(i)} respectively. The conditional

independence constraints encoded by the graph can then be expressed using the following relationship,

p(Xi,XB(i)|XA(i)) = p(Xi|XA(i))p(XB(i)|XA(i)) for ∀i ∈ V. In other words, we can say that any vari-

ableXi is conditionally independent, given its neighbors, of all other variables in the model. Conditional

independence is very important in design of efficient inference algorithms for these graphical models.

For MRFs it is useful to define the notion of theclique. A clique,c, is defined as the set of fully connected

nodes in the graph. The random variables associated with a clique can be denoted asXc = {Xi|i ∈ c}
According to the Hammersley and Clifford Theorem (restatedhere for completeness), the joint distribution

over all variables can be parameterized by a product ofpotential functionsdefined on the cliques of the graph.

In particular,

p(X) =
1

Z

∏

c∈C
ψc(Xc), (3.16)

whereC is the set of all cliques in a graphG = {V, E}. It is easy to see that in general the parameterization

using the cliques is not unique. To get a unique parameterization, oftenmaximal cliquesare used to represent

the graph, where maximal clique is defined as the largest set of fully connected nodes in the graph.

For example, the joint distribution for the undirected graph in Figure 3.6, can be written as follows:

p(X) =
1

Z
ψ123(X1,X2,X3)ψ234(X2,X3,X4)ψ35(X3,X5). (3.17)

Theorem 3.3.1 (Hammersley-Clifford Theorem1) Let G = {V, E} be an undirected graphical model,

where each vertexi ∈ V corresponds to the random variableXi. Let C be a set of cliques of the graph

G. Then, a probability distribution defined as the product of normalized positive functions (symmetric in their

arguments) defined on the cliques is always Markov with respect to the graph,

p(X) ∝
∏

c∈C
ψc(Xc). (3.18)

Alternatively, any positive joint density function,p(X) > 0, ∀X, which is Markov with respect to the

1Formulation of Hammersley-Clifford Theorem used here is borrowed to a large extent from [218].
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Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9

(c)

Figure 3.7: Pair-wise Markov Random Field. Examples of three common pair-wise Markov Random
Fields are shown. Nodes corresponding to hidden variables{X1, ...,XN} are depicted using unfilled circles,
observations{Y1, ...,YM} using shaded nodes. In (a) a grid-based graphical model is depicted, often used in
computer vision application (e.g.image restoration, supper-resolution, image segmentation and stereo). In (b)
a tree-structured graph is depicted. Inference methods in tree-structured graphs, such as Belief Propagation,
are often shown to have favorable properties. Lastly, in (c) an undirected version of the Hidden Markov
Model obtained bymoralization(see text) is illustrated.

graph, implies that there are exist positive functionsψc (symmetric in their arguments) such that Eq. 3.18

holds.

Proof. The proof of this theorem is somewhat involved, and we refer the reader to the original published

version of this theorem in [40].

3.3.2 Pair-wise Markov Random Fields

A special case of the more general MRF framework is thepair-wiseMarkov Random Field where the cliques

are explicitly restricted to the pairs of nodes connected bythe edges in the graphG = {V, E}. Such special

case is clearly a restriction on the more general MRF formulation presented in the previous section, but is use-

ful for many applications. In such models, it is often convienient to partition the nodesV = {VX,VY}, that

correspond to observable variablesY = {Y1,Y2, ...,YM} and hidden variablesX = {X1,X2, ...,XN}
respectively. The potential functions can also be partitioned into two disjoint sets, the first set corresponding

to the edges that are between the hidden variables and the observations (a.k.a. local likelihoods), and the

second set corresponding to the edges between hidden variables. We will denote the first set of functions
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usingφi(Xi,Y) = ψi(Xi,Y) and the second set using the old notationψij(Xi,Xj). The reason for consid-

ering two sets of potentials separately, is motivated by theimperical observation that the two function types

typically vary significantly in their complexity. In particular, whileψij(Xi,Xj) often have simple paramet-

ric forms,φi(Xi,Y) are often considerably more complex. The joint distribution can be written using the

following:

p(X) =
1

Z

∏

(i,j)∈E,i∈VX,j∈VX

ψij(Xi,Xj)
∏

i∈VX

φi(Xi,Y). (3.19)

Undirected Version of Hidden Markov Model

A Baysian Network can always be converted into MRF by a process calledmoralization, by marrying(con-

necting) all the parents of the common child and removing thedirection of the arrows. After this transfor-

mation the resulting undirected graph will have the same joint probability as the Baysian network, but it may

no longer preserve all the conditional independence properties of the graph. For example, if we consider an

HMM, we can get a corresponding undirected graphical model after the moralization that looks like a model

in Figure 3.7 (c). The joint distribution encoded in this undirected model,according to the rules of graphical

models, can be factored in the following way:

p(X,Y) = p(Y1|X1)p(X1)

T∏

t=2

p(Yt|Xt)p(Xt|Xt−1). (3.20)

If we let

Z = 1 (3.21)

ψ1,2(X2,X1) = p(X2|X1)p(X1) (3.22)

ψt,t+1p(Xt+1,Xt) = p(Xt+1|Xt) (3.23)

φt(Xt,Yt) = p(Yt|Xt), (3.24)

then the distribution encoded by the undirected graph is exactly the same as the one depicted by the directed

model in Figure 3.4 (a). However, the undirected model is more general and allows for bi-directional potential

functions. This is useful for batch estimation of the posterior, where one wants to ensure that the distribution

over the state ofXt is affected by the future stateXt+1 as well as the pastXt−1.

3.3.3 Factor Graphs

A factor graphis an undirected graphical bipartite graphG = {V,F , E}, whereV is a set of nodes associated

with random variablesX = {X1,X2, ...,X|V|},F is the set of function nodes, andE is the set of undirected

edges(i, j) ∈ E between factorsi ∈ F and random variablesj ∈ V on which they operate. For each

node in the graphA(i) ∈ {V,F} is the neighborhood operator that returns all nodes that areconnected to

the nodei, wherei ∈ {V,F}. Formally, j ∈ A(i) if and only if there exist an edge(i, j) ∈ E . Notice

that due to the bipartite nature of the graph (see Figure 3.1)if i ∈ F , thenA(i) ⊂ V, and vice versa.

Hence the set of random variables that are associated with the nodes connected to a factori, can be denoted
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asXA(i) = {Xj |j ∈ A(i)} ⊂ X. Each function nodei ∈ F in the graph has an associated real-valued

compatibility functionψi(XA(i)) that operates on all the neighbors. Similar to the other graphical models we

can easily write the joint distribution over all variablesX using the graphical model structure as follows,

p(X) =
1

Z

∏

i∈F
ψi(XA(i)), (3.25)

whereZ is the partition function or the normalizing constant. In the cases where potential functionsψi

are proper probability distributions, such explicit normalization is unnecessary. In general, these potential

functions can be interpreted as local compatibility or constraints between random variables. It is worth

mentioning that typically they do not correspond to the marginalsψi(XA(i)) 6= p(XA(i)).

Factor graphs are able to represent a richer set of graphicalmodels, and most directed and undirected

graphical models can be written in the factor graph form given the particular choice of potential functions.

For example, Markov random fields can always be represented by a factor graph with one function node per

clique in MRF (a.k.a. clique hypergraph).

3.4 Parameter Estimation

Given a known graphical model structureG = {V, E} in most cases one must learn the parameters of the

model denoted byθ. Bellow we discuss the two most popular algorithms for doingthis: Maximum Likelihood

Estimation (MLE) and Expectation-Maximization (EM).

3.4.1 Maximum Likelihood

Maximum likelihood estimation(MLE) is an approach for deriving estimates for parametersθ. The key idea

in MLE is that the true estimate of the parameters,θ, is the one that makes the observed data under the model

most likely. In other words, assuming that we have the right model, we should choose the parameters in such

a way as to maximize our chance of producing the data that we already observed.

Assuming that we have a likelihood functionL(θ) = p(D|θ), we would like maximize the probability

of the set of observationsD = {x1, x2, ..., xN} drawn fromp(X|θ). Notice that unlike in inference, where

we assume that parameter vectorθ is fixed andX is a variable or a set of variables, here we are assuming

the opposite. In particular, we fix our observations and search for parametersθ that best account for these

observations. To this end, the maximum likelihood estimator for θ can be defined as follows:

θ̂ML = arg max
θ
L(θ) = arg max

θ
p(D|θ) = arg max

θ
p(x1, x2, ..., xN|θ) (3.26)

In order to solve the equation above, we need to differentiate the likelihood function with respect to the

parameter vectorθ. Since often this likelihood function is in the exponentialfamily, it is useful to first take

the log of the likelihood function, resulting in the equivalent but more convienient form of,

θ̂ML = arg max
θ

lnL(θ) = arg max
θ

ln p(D|θ) = arg max
θ

ln p(x1, x2, ..., xN|θ). (3.27)

MLE has a number of nice asymptotic properties. For example,if one assumes that observations are

independent and identically distributed (drawn with replacement from the target joint distribution), then it
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can be shown that MLE estimator isasymptotically optimal. In other words, as the number of observations

N →∞, the bias of MLE estimator tends to0, resulting in an unbiased estimator with lowest possible mean

squared error.

Maximum Likelihood for Multivariate Gaussian Distributio n

MLE is often useful for estimating parameters of a parametric distribution. For example, in this section we

will use MLE to estimate parameters of the distribution defined on a random variableX, that is assumed to

be distributed according to the multivariated-dimensional Normal (a.k.a. Gaussian) distribution,p(X|θ) =

N (X|µ,Σ). Given the form of the normal distribution,

p(X|θ) = p(X|µ,Σ) =
1

(2π)d/2|Σ|1/2
exp

(

−1

2
(X− µ)T Σ−1(X− µ)

)

, (3.28)

we can write the expression for the ML estimator for the mean,µ, based onN i.i.d. observations{x1, x2, ..., xN}
(wherexi ∼ p(X|θ)) as follows,

µ̂ML = arg max
µ

ln p(x1, x2, ..., xN|µ,Σ) = (3.29)

= arg max
µ

ln

N∏

i=1

1

(2π)d/2|Σ|1/2
exp

(

−1

2
(xi − µ)T Σ−1(xi − µ)

)

= (3.30)

= arg max
µ

N∑

i=1

−1

2
ln
[
(2π)d|Σ|

]
− 1

2
(xi − µ)T Σ−1(xi − µ) (3.31)

now by taking the partial derivative with respect toµ and setting it equal to0,

∂

∂µ

N∑

i=1

−1

2
ln
[
(2π)d|Σ|

]
− 1

2
(xi − µ)T Σ−1(xi − µ) = 0 (3.32)

N∑

i=1

Σ−1(xi − µ) = 0 (3.33)

(3.34)

we can derive the following estimator forµ,

µ̂ML =
1

N − 1

N∑

i=1

xi, (3.35)

which corresponds to a sample mean. A similar exercise for covariance,Σ, would give us,

Σ̂ML =
1

N − 1

N∑

i=1

(xi − µ̂ML)T (xi − µ̂ML). (3.36)
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(a) (b)

Figure 3.8:Gaussian Mixture Model Illustration. GMM model consisting of the three weighted Gaussian
components (a) is illustrated in (b). The weight of components is associated with the line widthin (a).
Both red and blue components have a weight ofδred = δblue = 0.4 and magenta component weight of
δmagenta = 0.2.

3.4.2 Expectation-Maximization

When some of the variables in a graph cannot be directly observed (are hidden), doing ML estimation is often

computationally very challenging since one needs to marginalize over all possible values of hidden variables,

θ̂ML = arg max
θ

lnL(θ) = arg max
θ

ln

[
∑

X

p(X,Y|θ)
]

, (3.37)

denoted byX. In most cases the resulting marginal likelihooddistributionL(θ) has a complex form leading to

complicated expressions for the ML estimation. In such cases theexpectation-maximization(EM) algorithm

[48] is often used to obtain a local ML estimate [21, 48, 155].In general, EM is guaranteed to converge

to a local maximum (or saddle point) of the observed data likelihood function. EM could be thought of as

a coordinate assent on the likelihood function. Since the likelihood function is in general non-convex and

contains many local maxima, the result of the EM often depends on good starting values. In practice, EM is

often run a number of times (a.k.a.random restarts) with different initial conditions to avoid, at least in part,

convergence to local maxima.

EM is an iterative procedure that alternates between performing an expectation (E) step, which computes

an expectation of the likelihood by including the hidden variables as if they were observed, and a maximiza-

tion (M ) step, which computes the ML estimate of the parameters by maximizing the expected likelihood

found in the E step. In particular the general EM algorithm can be outlined as follows,

E step: Complete expected value for the latent variables using posteriorL(X|Y, θ(k)), as-

suming that an estimate for the parameters,θ(k), from the previous iteration is given.

M step: Estimate the new value for the parametersθ(k+1) using the following equation,

θ(k+1) = arg max
θ(k+1)

∑

X

L(X|Y, θ(k)) lnL(X,Y, θ(k+1)). (3.38)

To bootstrap the algorithm above, an initial value for the parametersθ(0) must be chosen (often at random).
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Gaussian (Normal) Density Model Gaussian Mixture Model

Figure 3.9:Graphical Models for Gaussian and Gaussian Mixture Model. In (a) graphical models for
the Gaussian and Gaussian Mixture Model (GMM) are shown on the (left) and (right) respectively. In (b)
a graphical representation of a Gaussian and GMM for a set ofN i.i.d. samplesxi is shown. In the case
of GMM (right) corresponding latent cluster labelszi are also shown. In (b) we also introduce a newplate
notation [32], denoted by the box with a labelN . Using plates,N instances of the content in the box are
represented compactly by the notation shown. Lastly in (c) all the parameters of the two models are explicitly
shown, instead of a parameter vectorθ. Notice that models depicted in (a) are useful for inference, and
models in (b) and (c) for parameter estimation.

The algorithm above iterates until convergence,i.e. θ(k+1) ≈ θ(k).

Expectation-Maximization for Gaussian Mixture Model

A Gaussian or other unimodal distributions in the exponential family are often too restrictive to model realistic

multi-modal data; aGaussian Mixtureis a convienient distribution for modeling such cases. AGaussian

Mixture is the model withM mixture components, as is shown in Figure 3.8, each of which in themselves

are Gaussian. It is worth noting that Gaussian Mixture is notpart of the exponential family of distributions

introduced in Section 3.1.1. Nevertheless Gaussian mixture has a number of convienient properties2 that are

inherited from the Gaussian components. The model can be written as follows,

p(X|θ) =
∑

Z

p(X|Z, θ)p(Z), (3.39)

whereZ is a multinomial hidden indicator variable that tells whichmixture component generated the observa-

tion X. For a given value of the indicatorp(Z = m), the observation has a normal distributionN (µm,Σm),

m ∈M .

Alternatively this model can be written in the following form:

p(X|θ) =

M∑

m=1

δmN (X|µm,Σm), (3.40)

whereθ = {µ1,Σ1, δ1, ..., µM,ΣM , δM} and
∑M

m=1 δm =
∑M

m=1 p(Z = m) = 1. Intuitively, the model

tells us that the data is generated by first samplingzi ∼ p(Z) and then givenzi sampling from the respective

Normal mixture component. Since clearly we cannot observezi and are only able to observe the finalxi ∼

2Similar to the Gaussian, a product of Gaussian Mixtures is initself a Gaussian Mixture. Also, the conditional distribution of two or
more variables that jointly have a Gaussian Mixture form, isalso a Gaussian Mixture.
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Input: number of mixture components,M , assumed in the model
N i.i.d. observations{x1, x2, ...xN} drawn fromp(X)

initial estimates for parametersθ(0) = {θ(0)
1 , ..., θ

(0)
M }, whereθ(0)

m = {µ(0)
m ,Σ

(0)
m , δ

(0)
m },

m ∈ [1, ...,M ] (typically obtained usingK-means)

Output: estimates for parametersθ = {θ1, ..., θM}, whereθm = {µm,Σm, δm}

E step: Complete expected value for the latent variables{z1, z2, ..., zN} using posterior
p(Z|X, θ(k)), assuming that an estimate for the parameters,θ(k), from the previous iteration
is given:

p(zn = m|xn, θm) =
p(xn|zn = m, θm)p(zn = m)
∑M

i=0 p(xn|zn = i, θi)p(zn = i)
, (3.41)

wheren ∈ [1, ..., N ].

M step: Estimate the new value for the parametersθ(k+1) using the following equations,

θ(k+1) = arg max
θ(k+1)

∑

Z

p(Z|X, θ(k)) ln p(X|Z, θ(k+1)), (3.42)

which translates to the following set of equations for individual parameters:

δ(k+1)
m =

1

N

N∑

n=1

p(zn = m) (3.43)

µ(k+1)
m =

∑N
n=1 p(zn = m)xn
∑N

n=1 p(zn = m)
(3.44)

Σ(k+1)
m =

∑N
n=1 p(zn = m)(xn − µ(k+1)

m )(xn − µ(k+1)
m )T

∑N
n=1 p(zn = m)

(3.45)

Loop: Repeat above for a fixed number of iterations,K, or until θ(k+1) ≈ θ(k) (up to some
chosen precisionǫ), then letθ = θ(k+1).

Algorithm 1 : Expectation-Maximization for Gaussian Mixture Model. Iterative algorithm for obtaining
estimates for the parameters of the Gaussian Mixture Model (GMM).

p(X|Z = zi, θ), doing direct Maximum Likelihood estimation of the parameters becomes very complicated.

Using EM, however, parameters can easily be derived using the iterative approach described in Algorithm 1.

3.4.3 Parameter Estimation with Hyperpriors

So far we have made an explicit distinction between parameters of the model and the variables associated with

the model (see Figure 3.10 (a)). However, there is nothing special about the parameters and we can treat them

as latent random variables themselves (see Figure 3.10 (b)) [19, 137]. In a Bayesian sense, the parameters

can be reinterpreted as variables and have priors imposed onthem much like the variables themselves do (see

Figure 3.10 (c)). These priors are often calledhyperpriors. This was already alluded to in Section 3.2.3. For

example, in the case of Gaussian Mixtures it is often convienient to impose a symmetric Dirichlet prior with

concentration parameterα/M on the mixture weights,
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Figure 3.10:Gaussian Mixture Model with Hyperpriors. Graphical model representation forN i.i.d. sam-
ples drawn from the Gaussian Mixture Model (GMM) is shown in (a). In (b) the same model is shown where
the parameters of the model are treated as variables themselves, on which ahyperpriorwith hyperparameters
α is imposed in (c).

p(δ1, δ2, ..., δM|α) ∼ Dir(α/M, ..., α/M) =
Γ(α)

Γ(α/M)M

M∏

m=1

δα/2−1
m . (3.46)

By lettingM →∞we get an infinite model that allows inference over the numberof mixtures in addition

to the parameters of the mixtures themselves. In fact, in theBayesian sense the parameters are just nuisance

variables that should be integrated out. For details on the use of hyperpriors in graphical models we refer

reader to [107].

3.5 Inference

Given a graphical model encoded by the graphG = {V, E} and a set of known (or estimated) parametersθ,

typically one is interested in inferring the posterior distributionp(X|Y, θ) from the jointp(X,Y|θ) distri-

bution encoded by the model, whereX is the set of hidden or latent variables andY is the set of observed

variables. Sometimes, we are only interested in a subset of variablesXU ⊂ X, in which case only the

marginals,

p(XU ) =

∫

X\XU

p(X|Y, θ) dX \XU or p(XU ) =
∑

X\XU

p(X|Y, θ) (3.47)

(depending on whether the variables are continues or discrete) are needed.

In fact in most situations computing the full posteriorp(X|Y, θ) is prohibitivelyexpensive, and marginals

are computed and used as a summary of the posterior instead. Typically it suffices to estimate the marginals

for all or some subset of variables. For example, given a joint distributionp(X) = p(X1,X2,X3,X4,X5)

encoded in directed graphical model illustrated in Figure 3.2, computep(X1). Alternatively, we may want

to compute all marginals,p(Xi), i ∈ [1, ..., 5]. Using the marginals we can also easily compute conditional

distributions of the formp(XU |X \XU ,Y, θ), whereXU is as before subset of variable that are of interest,

andX \XU are all hidden variables excluding those inXU .
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In this section we will discuss some approaches for doing inference in various graphical models intro-

duced thus far. In particular, we will discuss the Elimination algorithm and the Belief Propagation (specifi-

cally the sum-product) algorithm. For additional information on other popular approaches to inference that

are not covered in the thesis (e.g. junction-tree algorithm [26, 105, 246], mean field [68, 254], variational

inference [109, 238]) we refer reader to the literature.

3.5.1 Variable Elimination

Let us consider the directed graph in Figure 3.2, that has thejoint distribution

p(X) = p(X1,X2,X3,X4,X5) = p(X5|X3)p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1). (3.48)

Let us further assume that all variables in the graphXi, i ∈ [1, 5] are discrete withL possible states, and

we want to compute the marginalp(X1,X2,X3,X4) =
∑

X5

p(X1,X2,X3,X4,X5). Doing this explicitly

will results in the computation time that has complexity exponential in the number of variables in the joint

distribution,O(L5). However, by taking advantage of conditional independenceproperties encoded by the

graph structure and distributing the sum by moving it all theway in,

p(X1,X2,X3,X4) = p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1)
∑

X5

p(X5|X3), (3.49)

we get an algorithm that has complexity that is quadratic in the number of discrete states,O(L2). TheVariable

Elimination(VE) algorithm [47, 258] does precisely this by rearrangingterms of the product making up the

joint distribution and moving the summations as far as possible inward. It is also convienient to introduce

variablesmi(XSi ), whereSi ⊂ V corresponds to variables that appear in the sum but are not being summed

over. These intermediate variables are calledmessages. For example, if we want to compute marginalp(X1)

for the same graph in Figure 3.2:

p(X1) =
∑

X2

∑

X3

∑

X4

∑

X5

p(X1,X2,X3,X4,X5)

=
∑

X2

∑

X3

∑

X4

∑

X5

p(X5|X3)p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1)

=
∑

X2

∑

X3

∑

X4

p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1)
∑

X5

p(X5|X3)

︸ ︷︷ ︸

m5(X3)

=
∑

X2

∑

X3

∑

X4

p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1)m5(X3)

=
∑

X2

∑

X3

p(X3|X1)p(X2|X1)p(X1)m5(X3)
∑

X4

p(X4|X2,X3)

︸ ︷︷ ︸

m4(X2,X3)

=
∑

X2

∑

X3

p(X3|X1)p(X2|X1)p(X1)m5(X3)m4(X2,X3)
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=
∑

X3

p(X3|X1)p(X1)m5(X3)
∑

X2

m4(X2,X3)p(X2|X1)

︸ ︷︷ ︸

m2(X1,X3)

=
∑

X3

p(X3|X1)p(X1)m5(X3)m2(X1,X3)

= p(X1)
∑

X3

m5(X3)m2(X1,X3)p(X3|X1)

︸ ︷︷ ︸

m3(X1)

= p(X1)m3(X1).

Notice that the complexity of the algorithm is governed by the maximum message size. The algorithm

described above is calledVariable Elimination, in essence, because it eliminates one variable at the time from

the graph, until the graph corresponding to the marginal is left. Notice that while the order of the elimination

is not unique3 there is an overall flow that can be established in that we firstmust eliminate children nodes

(nodes that have no outgoing edges), then their parents and so on.

Notice that a similar elimination procedure can be done ifXi, i ∈ [1, ..., 5] are continuous and not

discrete, in which case the sums in the above formulation will be replaced by the integrals over the continuous

random variables. For example,

p(X1) =

∫

X2

∫

X3

∫

X4

∫

X5

p(X1,X2,X3,X4,X5) dX2 dX3 dX4 dX5

=

∫

X2

∫

X3

∫

X4

∫

X5

p(X5|X3)p(X4|X2,X3)p(X3|X1)p(X2|X1)p(X1) dX2 dX3 dX4 dX5.

Computing marginals in the graph where variables are both discrete and continuous would involve integrating

and summing over the respective variables. So far we have only considered directed graphical models, but

the Elimination algorithm works for undirected graphs as well in a similar manner. Consider computing the

the marginalp(X2) for the graph illustrated in Figure 3.6. Similar to above,

p(X2) =
∑

X1

∑

X3

∑

X4

∑

X5

p(X1,X2,X3,X4,X5)

=
∑

X1

∑

X3

∑

X4

∑

X5

1

Z
ψ123(X1,X2,X3)ψ234(X2,X3,X4)ψ35(X3,X5)

=
∑

X1

∑

X3

∑

X4

1

Z
ψ123(X1,X2,X3)ψ234(X2,X3,X4)

∑

X5

ψ35(X3,X5)

︸ ︷︷ ︸

m5(X3)

=
∑

X1

∑

X3

∑

X4

1

Z
ψ123(X1,X2,X3)ψ234(X2,X3,X4)m5(X3)

3In the example discussed,
∑

X4

can be done before
∑

X5

, or the
∑

X2

before
∑

X3

, without effecting the complexity.
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=
∑

X1

∑

X3

1

Z
ψ123(X1,X2,X3)m5(X3)

∑

X4

ψ234(X2,X3,X4)

︸ ︷︷ ︸

m4(X2,X3)

=
∑

X1

∑

X3

1

Z
ψ123(X1,X2,X3)m5(X3)m4(X2,X3)

=
∑

X3

1

Z
m5(X3)m4(X2,X3)

∑

X1

ψ123(X1,X2,X3)

︸ ︷︷ ︸

m1(X2,X3)

=
∑

X3

1

Z
m5(X3)m4(X2,X3)m1(X2,X3)

=
1

Z

∑

X3

m5(X3)m4(X2,X3)m1(X2,X3)

︸ ︷︷ ︸

m3(X2)

=
1

Z
m3(X2).

The key observation with undirected variant is that the normalizing constant,Z, can be factored out in all

but the last step. This significantly simplifies computationof Z, that is typically unknown. By delaying the

computation ofZ to the very end, we can compute it by summing over a single variableZ =
∑

X2

m3(X2);

computing it beforehand would result in summation over all variables.

One shortcoming of the Elimination algorithm is that while it is efficient for computing single marginals,

it is inefficient for computing marginals over all the variables. The reason for this is that it requires re-

computation of the sums (or messages) for every marginal. However, it is easy to see that these messages will

always be the same (though for an individual marginal not allmessages mey be required to be computed).

Reusing these messages is essential in tractable computation of an arbitrary set of marginals. This is the

premise behind the Belief Propagation algorithm outlined in the next section.

3.5.2 Belief Propagation

Belief Propagation(BP) is a popular inference algorithm for computing marginals of functions on undirected

graphical models. BP is an instance of the more general sum-product algorithm that operates on factor

graphs [119]. It can be proved that BP is guaranteed to converge to the exact marginals on tree-structured

graphs [108]. In graphs that contain cycles BP, often in thiscase referred to asLoopy Belief Propagation

(LBP), can lead to a tractable approximation to the marginals (exact inference is NP-hard [43]). LBP is

not guaranteed to converge, however, and in case of convergence will only converge to a fixed point (not

necessarily corresponding to a true marginal). It can be shown that the fixed point of LBP is equivalent to the

stationary point of the Bethe approximation of the free energy [255], hence LBP will always lead to a lower

energy state. In practice, LBP is widely used and has excellent empirical performance in many applications

[221]. Most BP algorithms in the literature have concentrated on the models where variables corresponding

to the nodes in the graph are discrete, however recently, attempts have been made in proposing approximate

inference algorithms that can deal with continuous-state graphs of arbitrary topology [99, 220]. Table 3.1

outlines the various flavors of Belief Propagation algorithms, the details of which will be discussed in the

following sections.
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Discrete-state Continues-state
Gaussian (GBP) Non-Gaussian (NBP)

Tree Loopy Graph (LBP) Tree Loopy Graph Tree Loopy Graph

Joint,p(X) = 1
Z

∏

(i,j)∈A ψij (Xj ,Xi)
∏

i∈[1,...,N]φi(Xi)

Message,m(Xi) = 1
Z

∑

Xi
ψij (Xi,Xj )φi(Xi)

∏

k∈A(i)\j mki(Xi) = 1
Z

∫

Xi
ψij (Xi,Xj )φi(Xi)

∏

k∈A(i)\j mki(Xi) dXi

Marginal,b(Xi) = 1
Z
φi(Xi)

∏

k∈A(i)mki(Xi)

Estimated Marginalsb(Xi) exact approximate exact exact approximate approximate
Representation ofm(Xi) exact exact exact exact approximate approximate
Complexity O(NL2) / O(NL) O(NLC) O(N) O(NDM2)

N – Number of nodes in a graph
L – Number of discrete states
C – Size of the largestclique, defined as the largest set of fully connected nodes, in the graph.
D – Largestdegree, defined as the number of edges incident on the node, of the node in a graph.
M – Number of components required to represent the message.

Table 3.1:Inference using Belief Propagation.Summary of the known BP algorithmvariants with complex-
ity and known theoretical limitations. We will use the continuous-state Non-parametric Belief Propagation
(NBP) approach of [99] on loopy-graphs designated in bold. For further description, including description of
equations, please see text.

Discrete Belief Propagation

Belief propagation can, in general, be introduced in the context of the pair-wise MRF formulation [253]

of Section 3.3.2. Consider a set of latent (a.k.a. hidden) variable nodesX = {X1,X2, ...,XN} and a

corresponding set of observed nodesY = {Y1,Y2, ...,YN}. Please note that1-to-1 correspondence of the

latent and observation nodes is simply for notational convenience and is not required by the framework or

inference algorithm. The conditional independence of the latent variables is expressed by a neighborhood set

A. A pair of node indices(i, j) ∈ A if the nodeXj is not conditionally independent ofXi given all other

nodes in the graph. For notational simplicity we will define afunctionA(i) that will return all neighbors ofi.

More formallyj ∈ A(i) ⇐⇒ (i, j) ∈ A. WhenXi are discrete random variables, we can assume, without

loss of generality, that they can take on some valuexi ∈ [1, 2, ..., L]. The observation and hidden nodes

are related by the real-valued observation (or likelihood)functionφi(Xi,Yi) ≡ φi(Yi|Xi) ≡ φi(Xi);

connected hidden nodes by a potential (or correlation) function ψij(Xj ,Xi). The joint probability over

X = {X1,X2, ...,XN} can then be written as:

p(X) =
1

Z

∏

(i,j)∈A

ψij(Xj ,Xi)
∏

i∈[1,...,N]

φi(Xi), (3.50)

whereZ is a normalizing constant that ensures thatp(X) integrates to1.

A brute force inference algorithm that simply enumerates all possible states forX and evaluatesp(X),

would lead toO(LN) run-time (as was already discussed in Section 3.5.1), whichis infeasible even for small

values ofL andN . BP that exploits the conditional independence structure of the graphical model would

lead to a solution, that allows computation of arbitrary sub-set of marginals, inO(NLC), whereC ≪ N .

The BP algorithm operates in two stages: (1) it introduces auxiliary random variablesmij(Xj) that can be

intuitively understood asmessagesfrom hidden nodei to nodej about what state nodej should be in, and

(2) computes the approximation to the marginal distribution of Xi (often refereed to as the belief). Messages

are computed iteratively using the equation below

mij(Xj) ∝
∑

Xi

ψij(Xi,Xj)φi(Xi)
∏

k∈A(i)\j

mki(Xi), (3.51)
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Message Passing Belief Estimation

Xj Xi

Yi

←
↓

←

↑
Xi

Yi

↓
→ ←

↑

mij(Xj) ∝
∑

Xi
ψij(Xi,Xj)φi(Xi)

∏

k∈A(i)\j mki(Xi) bi(Xi) ∝ φi(Xi)
∏

k∈A(i)mki(Xi)

Figure 3.11: Belief Propagation. On the left a new outgoing message, in red, is computed from local
image evidence and incoming messages from neighboring nodes, in blue. On the right approximate marginal
densities are determined from the normalized product of thelocal observations with messages sent from all
neighboring nodes.

and beliefs, where required, are given by

bi(Xi) ∝ φi(Xi)
∏

k∈A(i)

mki(Xi). (3.52)

It should be noted that in the case of tree structured graphs each message is only needs to be sent/computed

once. The algorithm will first send messages from all leaf nodes to the vertices adjacent to the respective

leafs and then will continue sending messages up to the root and then back down towards the leafs until all

messages have been sent exactly once. In this case of the describe tree-structured graphs, BP sometimes is

also refereed to as the Veterbi algorithm [234] or forward-backward algorithm. Consequently, in the case of

the loopy graphs the algorithm needs to iterate and send a complete set of messages a number of times. In

the case of the loopy graph the order in which messages shouldbe sent is not explicitly defined by the graph,

hence a schedule according to which messages should be sent has to be defined.

The complexity of the proposed discrete BP algorithm isO(NL2) for tree structured models andO(NLC)

for loopy graphs, whereN is the number of nodes in the graph,L a fixed number of discrete states eachXi

can assume, andC is the size of the maximal clique in the graph. Hence, it is only tractable with relatively

few statesL. Recently, it has been shown [59] that for tree structured models with a particular restrictive

choice ofψij(Xj ,Xi) = N (Xi −Xj|µij,Σij) the inference can be done inO(NL). This allows tractable

inference in models that contain on the order of1 million states.

Discrete Belief Propagation for Articulated Pose Inference

One application of discrete pair-wise MRFs and BP that is directly related to this thesis, was introduced by

Felzenszwalbet al. in [59] and later extended in [121, 122]. The key idea in thesemethods is to model an

articulated structure (a person) in 2D using a discrete graphical model and formulate the articulated pose

estimation as inference in this graphical model, computed using BP. In this graphical model each node,i, in

the graph corresponds to the body part and the correspondingdiscrete random variable,Xi, to the pose of

this body part in the image space. The edges in the graph encode the kinematic and joint constraints, ensuring

that the parts are loosely connected. The pose for each part is encoded using a state vector∈ R
4, allowing

to account forx- andy- positions, scale, and rotation of the part in the image. In [59, 122] the state of each
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variable in the graphXi, was discretized to70 x- andy- positions,10 scales and32 rotations, leading to

a total of70 × 70 × 10 × 32 = 1, 568, 000 possible discrete states for each variableXi. Even with such

relatively coarse discretization, that can lead to as much as 3-pixel and5.6-degree quantization error for a

typical640×480 image, inference using BP in a graph of general topology withunconstrained choice for the

potentials is impractical (see Table 3.1). To ensure that inference is computationally tractable, tree-structure

for the graphical model was assumed [59]. This leads, in general, to quadratic inference complexity in the

number of states. However, with such a large state space eventhis is impractical. The restrictive choice of

the potential functions [59],ψij(Xj ,Xi) = N (Xi−Xj ;µij,Σij), however, led to tractable linear inference

in O(NL).

In this thesis we consider a more general case of this model, by modeling the body using a richer con-

tinuous state graphical model. Notice, that in the case of the 3D pose (being addressed in this thesis) dis-

cretization of the stateXi ∈ R
6, similar to the one introduced in [59], would lead to≈ 1.721× 1013 states

rendering even linear complexity discrete BP methods intractable. Furthermore, the imposed tree structure

requirement of [59, 122] does not allow models that incorporate natural constraints such as those related to

inter-penetrations or occlusions. Incorporating such constraints would lead to loops in the graphical model

structure. The benefit of these richer constraints will be discussed in detail in Chapters 5 and 6. The required

choice ofψij(Xj ,Xi) is also too restrictive to model realistic statistical relationships between variables. For

example, joint limits are hard to model using these simple Gaussian distributions. In this thesis we introduce

a richer class of models that are able to address these issues.

Continuous Belief Propagation

WhenXi’s are continuous random variables as is true for our case, the equation for the message (Eq. 3.51)

must be rewritten as follows,

mij(Xj) ∝
∫

Xi

ψij(Xi,Xj)φi(Xi)
∏

k∈A(i)\j

mki(Xi) dXi, (3.53)

by replacing the sum with an integral overXi. Note that the joint distributionp(X) and beliefb(Xi) in the

continuous case can be written identically to discrete version above (see Eq. 3.50 and Eq. 3.52 respectively).

If ψij(Xi,Xj) andφi(Xi) are both Gaussian then the marginal distribution at each node is also Gaussian

(regardless of the graph topology) and the integration can be performed exactly [244]. However, this case is

restrictive and uncommon. In most vision problems both the likelihoods and potentials are multi-modal and

non-Gaussian. For simplicity and without loss of generality let us assume that we can modelψij(Xi,Xj) and

φi(Xi) in such cases using a Gaussian mixture model. It can then be shown that the representation required to

represent the messages and the marginals in this case grows exponentially (and in the case of the loopy-graphs

without bound [117]) and has to be approximated to produce tractable inference algorithms. This gives rise

to what are calledNon-parametric Belief Propagation(NBP) algorithms that tend to approximate messages

using fixed-length kernel densities and integrals by Monte-Carlo integration. We will describe the extention

to the variant of NBP first introduced in [99], called Particle Message Passing (PAMPAS), in Section 3.7.

However, to do so, we must first introduce the class of Monte Carlo methods.
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3.6 Monte Carlo Methods

In many cases inference and learning approaches introducedin Sections 3.5.1 and 3.5.2 are intractable, es-

pecially in the cases of continuous variables, and complex multi-modal distributions.Monte Carlo(MC)

methods [138, 175], introduced as early as 1949 by Metropolis and Ulam [141], provide a numeric ap-

proximation to these tasks by using samples of densities instead of densities themselves. In principle MC

approximations can be shown to lead to exact solutions as thenumber of samplesN → ∞. In practice,

computational resources often require inference using a relatively small number of samples, in which cases

the success of the MC method depends on the efficency of the designed sampling scheme.

The key observation, is that many inference tasks over continuous variables can be expressed as the

expectation of some appropriately chosen functionf(X), E[f(X)], such that

E[f(X)] =

∫

X

f(X)p(X) dX (3.54)

wherep(X), X ∈ R
d, is the target density we are trying to approximate. If we approximatep(X) usingN

independent weighted samples{s(n), w(n)|n ∈ [1, ..., N ]}, where the
∑N

n=1 w
(n) = 1, then we can write

E[f(X)] =

∫

X

f(X)p(X) dX ≈
N∑

n=1

w(n)f(s(n)). (3.55)

3.6.1 Importance Sampling

The basic MC approximation assumes that we can sample from the target distribution,s(n) ∼ p(X), in

which casew(n) = 1/N . In most cases, in particular in most vision applications, this is typically intractable.

Importance sampling[214] can be used in such cases to facilitate the inference. In particular, let us assume

we have aproposaldistributionq(X) that is easy to sample. The expectation can then be re-written as,

E[f(X)] ≈
N∑

n=1

w(n)f(s(n)) =

N∑

n=1

w(n) f(s̃
(n))p(s̃(n))

q(s̃(n))
, (3.56)

wheres̃(n) ∼ q(X). The equation simplifies to

E[f(X)] ≈
N∑

n=1

w̃(n)f(s̃(n)) (3.57)

if we let

w̃(n) = 1
Z
w(n) p(s̃(n))

q(s̃(n))
, Z =

N∑

i=1

w(i) p(s̃(i))
q(s̃(i))

. (3.58)

Hence, importance sampling estimates the target expectation via a collection of weighted samples from

the proposal density{s̃(n), w̃(n)|n ∈ [1, ..., N ]}. The choice of the importance functionq(X) will dictate

the effectiveness of the proposed approximation. Designing good proposal functions is critical for tractable

inference. Building good proposal functions, however, is hard; particularly in high-dimensional state spaces.
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(a) (b)

(c) (d)

Figure 3.12:Kernel density bandwidth estimation. The effect of bandwidth in Kernel Density Estimation
(KDE) is illustrated. The target distribution and KDE approximation based on the same100 Gaussian ker-
nels are shown in (black) and (magenta) respectively. The low bandwidth (a) leads to erratic peaks in the
approximated density; high bandwidth (d) leads to over-smoothing. Appropriate bandwidth leads to good
approximation of the density (b). Therule-of-thumbbandwidth estimate is shown in (c).

3.6.2 Kernel Density Estimation

Monte Carlo methods give a tractable solution to computing the expectations, but do not provide a sensible

way of estimating the target densityp(X). In particular in MC methods, the target density is approximated

using a weighted mixture of Dirac delta functions,

p(X) =

N∑

i=1

w(i)δ(s(i) −X)

N∑

i=1

w(i) = 1. (3.59)

In some cases a continuous estimate of the target density would be prefered. One way this can be achieved

is by fitting a parametric density function to the samples, however, this requires knowledge of the structure of

the underlying density function. Furthermore, the number of samples is often too few to robustly fit complex

parametric densities. One alternative, is to use nonparametric density estimation methods [94, 202], that

smooth the raw sample set with akernel function of choice. This intuitively places more probability mass

in the regions that contain many particles with high weight.A frequent choice for a kernel function is a

Gaussian. Given a Gaussian kernel, aKernel Density Estimate(KDE) of the target densityp(X) can be

written as a Gaussian Mixture,

p(X) =

N∑

i=1

w(i)N (X|s(i),Σ(i))

N∑

i=1

w(i) = 1. (3.60)

with bandwidth(in this case corresponding to covariance matrix)Σ(i). The results of the KDE estimation can
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Kernel Function Rule-of-thumb
Bandwidth Estimator

Gaussian K(u) = 1√
2π

exp
(
−1

2u
2
)

Λ = 1.06σN−1/5

Uniform K(u) = 1
2I(|u| ≤ 1) Λ = 1.84σN−1/5

Epanechnikov K(u) = 3
4
(1− u2)I(|u| ≤ 1) Λ = 2.35σN−1/5

Quartic K(u) = 15
16(1− u2)I(|u| ≤ 1) Λ = 2.78σN−1/5

Table 3.2:Kernel density estimators.Kernel function for various kernel estimators are listed, along with the
correspondingrule-of-thumbestimators for bandwidthΛ. N in the above equations is the number of samples
in the kernel density estimate, andσ is the standard deviation of the samples (similar formulas can be derived
for multivariate kernel estimators).

be seen if Figures 3.13 and 3.14. The quality of the kernel estimate depends on the bandwidth parameter, that

must be estimated based on the density of samples. Intuitively if the samples are dense, not much smoothing

is need to get a smooth and continuous estimate for the targetdensity. If the samples are sparse, however,

then small bandwidth would lead to erratic peaks and hence a larger bandwidth is prefered. This is illustrated

in Figure 3.12. Typically a single bandwidth is selected forall the kernels,i.e. Σ(i) = Λ, ∀i ∈ [1, ..., N ].

However, variable bandwidth methods exist, that estimate different bandwidth for different portions of the

space based on the local (instead of global) density of samples [41].

The extensive body of literature exists on automatic bandwidth selection [41, 94, 186, 202]. One of the

simplest methods is Silverman’s [202]rule-of-thumbbandwidth estimator, that combines covariance estima-

tion with an asymptotic formula; derived assuming Gaussianform for the target density. Similar formula can

be computed for other choices of a kernel function. While rule-of-thumb gives a convienient simple form for

the bandwidth estimation, it often oversmoothes the targetdistribution, particularly in the cases where it is

multi-modal.

While we only introduced a Gaussian kernel thus far, other kernels can be used and may be appropriate

depending on the form of target density. In particular, the formulation in Eq. 3.60 can be generalized as

follows,

p(X) =

N∑

i=1

w(i)K
(

X− s(i)
Σ(i)

)

(3.61)

whereK is the kernel function andΣ(i) is as before a bandwidth parameter. Various popular choicesfor the

kernel function and the rule-of-thumb estimates for the common bandwidthΛ, Σ(i) = Λ, ∀i ∈ [1, ..., N ], are

given in Table 3.2.

3.6.3 Markov Chain Monte Carlo

When a target densityp(X) is complex and high-dimensional, often obtaining an importance functionq(X)

that is both close to the target density (for efficency) and easy to sample from (for computational tractability)

is hard. To address this,Markov Chain Monte Carlo(MCMC) methods provide an alternative solution that

allows one to draw approximate samples from the target density explicitly. The idea in all MCMC methods is

to construct a Markov Chain (previously discussed in Section 3.2.1) that has the same stationary distribution

as the desired densityp(X). The samples can then be drawn from the density by simulatingthe Markov
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Target Density Monte Carlo Approximation KDE Approximatio n

(a) (b) (c)

Figure 3.13:Non-parametric representation of distribution (coarse). Monte Carlo approximation of the
one-dimensional target distributionp(X) (a) is shown usingN = 10 weighted samples. Left column shows
the target distribution being approximated, same in all cases. In (b) different importance/proposal distri-
butionsq(X) (blue) and sample-based approximation of the target density based on10 weighted samples
drawn from these importance distribution (red) are shown. The height of the line representing the sample
corresponds to the normalized importance weight. In (c) continuous approximation to the target distribution
(magenta) obtained by Kernel Density Estimation (KDE) is shown. KDE places a Gaussian kernel (red) at
every sample location obtained in (b). The bandwidth for the kernels was selected using arule-of-thumb
criterion. Rows of the figure illustrate the effects of different importance function. Top row shows the opti-
mal importance functionq(X) = p(X), middle row agoodimportance functionq(X) ≈ p(X), and bottom
row a poor importance function. Clearly the quality of approximation is effected by how well the impor-
tance function matches target distribution. Also notice that rule-of-thumbestimate for the bandwidth tends to
oversmooth the KDE approximation.
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Target Density Monte Carlo Approximation KDE Approximatio n

(a) (b) (c)

Figure 3.14:Non-parametric representation of distribution (fine). Monte Carlo approximation of the one-
dimensional target distributionp(X) (a) is shown usingN = 100 weighted samples. Left column shows
the target distribution being approximated, same in all cases. In (b) different importance/proposal distri-
butionsq(X) (blue) and sample-based approximation of the target density based on100 weighted samples
drawn from these importance distribution (red) are shown. The height of the line representing the sample
corresponds to the normalized importance weight. In (c) continuous approximation to the target distribution
(magenta) obtained by Kernel Density Estimation (KDE) is shown. KDE places a Gaussian kernel (red) at
every sample location obtained in (b). The bandwidth for the kernels was selected using arule-of-thumbcri-
terion. Rows of the figure illustrate the effects of different importance function. Top row shows the optimal
importance functionq(X) = p(X), middle row agoodimportance functionq(X) ≈ p(X), and bottom row a
poor importance function. Notice that the quality of approximation with100 samples is considerably better,
than with10 (see Figure 3.13), in all cases. In fact, a poor choice of the importance function (bottom) to
some extent here is remedied by the relatively large number of samples. AsN → ∞, the approximation
approaches the true target distribution regardless of the choice of the importance function (so long as it is
defined on the same domain).
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Input: target densityp(X), that cannot be sampled directly
symmetric proposal distributionq(a|b) = q(b|a)

Output: samplex ∼ p(X).

1. Start with some initial valuex0, such thatp(x0) > 0.

2. For each oft = 0, ..., T iterations,

(a) Sample next candidate statex̃ from proposal distributioñx ∼ q(·|xt) defined above.

(b) Compute acceptance probability

α = min

(
p(x̃)

p(xt)
, 1

)

. (3.62)

Notice that since we are computing a ratio, the normalizing constantZ cancels, making
this convienient for cases where partition function cannotbe computed explicitly.

(c) Accept the candidate proposal with probabilityα. In other words draw a random sample
from uniform distribution,r ∼ U(0, 1), and let

xt+1 =

{
x̃ r < α
xt otherwise

(3.63)

3. Letx = xT .

Algorithm 2 : Metropolis Sampler.

Chain for a number of steps. It can be shown that asymptotically the samples obtained in this way are

unbiased samples from the target density. While finding sucha chain sounds hard, it is easy to do in practice.

Simulating the chain is also relatively simple, though it may take a significant amount of time to converge

to the desired distribution. We will now describe a few methods for constructing and simulating the Markov

Chains that have these desired properties.

Metropolis-Hastings Sampler

Let us assume we want to sample from the target densityp(X) where sampling directly fromp(X) is imprac-

tical (usually because partition function,a.k.a.normalizing constant,Z is hard to compute). Let us further

assume that we have aproposal distribution(a.k.a.jumping distribution)q(a|b) that given a current estimate

for the sample,b, defined on the domain ofX proposes an alternative,a. This can be non-informative distri-

bution (e.g.random walk), the only constraint is that this distributionmust be symmetric,i.e.q(a|b) = q(b|a).
The Metropolis algorithm [141] generates a sample from the target distribution by running Algorithm 2.

It is easy to see that the outlined algorithm generates a Markov Chain with states{x0, x1, ..., xT} since

the state at timet, xt only depends on the state att − 1. After a sufficiently long generation process this

Markov Chain approaches a stationary distribution and samples from the chain are samples from the target

densityp(X).

Hastings [80] generalized the Metropolis algorithm, to work with an arbitrary proposal function, that must

not be symmetric. In that case the acceptance probabilityα must be modified to be the following:

α = min

(
p(x̃)q(xt|x̃)
p(xt)q(x̃|xt)

, 1

)

, (3.64)
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The resulting algorithm is commonly called Metropolis-Hasting algorithm [80]. Once the samples from

the target distribution are generated in this way, we can of course use them in the Monte Carlo framework to

approximate the desired expectation.

Gibbs Sampler

TheGibbs sampler[75] is a special case of the Metropolis-Hastings sampler where the proposed states are

always accepted,α = 1. Let p(X) be once again the target density we want to sample from. Let usfurther

assume that the state space can be partitioned in some way,X = {X1,X2, ...,XN}. The Gibbs sampler

samples fromp(X) by iteratively sampling from the univariate conditionals of the formp(Xi|X \ Xi) by

keepingN − 1 variables fixed at any given time. Such conditional distributions are often easy to simulate, as

opposed to the full joint. Thus a Gibbs sampler simulatesN random variables sequentially, rather simulating

all variables at once subject to the joint target distribution.

At any given timet a particular variablei is selected for resampling, and the rest are kept fixed. In the

Metropolis-Hastings algorithm context, the Gibbs samplercan be defined by specifying a particular form for

the proposal distribution,

q(x̃|x(t)) =

{

x̃i ∼ p(Xi|{Xj = x
(t)
j |j ∈ [1, ..., N ] \ i})

x̃j = x
(t)
j j ∈ [1, ...,N ] \ i

(3.65)

that specifies that the next proposed state fromx(t) = {x(t)
1 , x

(t)
2 , ..., x

(t)
N } for a current choice of the variable,

sayi = 1, will be x̃ = {x̃1, x
(t)
2 , ..., x

(t)
N } sampled according to conditional as stated above. The acceptance

probability for this particular choice of the proposal can be written,

α = min

(
p(x̃)q(xt|x̃)
p(xt)q(x̃|xt)

, 1

)

(3.66)

= min

(

p(x̃1, x
(t)
2 , ..., x

(t)
N )p(x

(t)
1 |x

(t)
2 , ..., x

(t)
N )

p(x
(t)
1 , ..., x

(t)
N )p(x̃1|x(t)

2 , ..., x
(t)
N )

, 1

)

(3.67)

= min

(

p(x̃1, x
(t)
2 , ..., x

(t)
N )p(x

(t)
1 , x

(t)
2 , ..., x

(t)
N )p(x

(t)
2 , ..., x

(t)
N )

p(x
(t)
1 , ..., x

(t)
N )p(x̃1, x

(t)
2 , ..., x

(t)
N )p(x

(t)
2 , ..., x

(t)
N )

, 1

)

(3.68)

= min(1, 1) = 1, (3.69)

confirming that we should always accept the proposed state. This analysis holds for any choice of variablei.

Hence, the Gibbs sampler can be more compactly described using Algorithm 3.

As the above equations are iterated, the samplex(t) = {x(t)
1 , x

(t)
2 , ..., x

(t)
N } converges to a sample from

the target densityp(X). It has been shown that permuting the order in which the variables are resampled,

sometimes improves the rate of convergence. This can be easily done by samplingi in the beginning of each

iteration from uniform discrete distribution,i ∼ U(1, N).

3.6.4 Sequential Importance Sampling

TheSequential Importance Sampling(SIS), frequently also calledParticle Filtering (PF), is a Monte Carlo

(MC) based method that gives rise to an extensive body of literature on sequential Baysian filtering developed
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Input: set of uni-variate conditional distributions of the following form:
p(X1|X2,X3, ...,XN)

...
p(Xi|X1, ...,Xi−1,Xi+1, ...,XN−1)

...
p(XN |X1,X2, ...,XN−1)

Output: sample from the jointx ∼ p(X), whereX = {X1,X1, ...,XN}

1. Select an initial value for all variablesx(0) = {x(0)
1 , x

(0)
2 , ..., x

(0)
N }

2. For eacht ∈ [1, ..., T ] iterations

(a) For eachi ∈ [1, ..., N ], sample from an appropriate conditional:

x
(k)
i ∼ p(Xi|x(k−1)

1 , ..., x
(k−1)
i−1 , x

(k−1)
i+1 , ..., x

(k−1)
N )) (3.70)

x
(k)
j = x

(k−1)
j , j ∈ [1, ..., N ] \ i, (3.71)

wherek = (t − 1)N + t.

3. Letx = {x(TN)
1 , x

(TN)
2 , ..., x

(TN)
N }.

Algorithm 3 : Gibbs Sampler.

over at least10 years [9, 54].Sequential Baysian filteringrefers to a class of inference methods that estimate

the values of a variable that evolves over time (often based on some underlying stochastic dynamical sys-

tem/process). The method is commonly calledfiltering when the estimates are done sequentially in time, it

is also referred to assmoothingwhen the estimate for the state involves future observations (as in undirected

graphical HMMs), andpredictionin cases where one is faced with estimating future values forthe evolution

of the system based only on the past observations.

Sequential Importance Sampling (SIS) gives rise to a numberof variant methods for doing sequential

posterior estimation. In this section we will first introduce the generic SIS approach and then a few variants,

including Sampling Importance Resampling (SIR) (a.k.a.Condensation). The key idea in SIS and Particle

Filtering in general, as with any MC approach, is to approximate the posterior using a set of weighted samples.

Let us consider inference in the Hidden Markov Model illustrated in Figure 3.4 (a). Assuming that we have

a model defined forT time instants, the joint distribution can be written as was discussed in Section 3.2.2,

p(X,Y) = p(Y1|X1)p(X1)

T∏

t=2

p(Yt|Xt)p(Xt|Xt−1). (3.72)

We can approximate the desired posterior density,p(X1:T |Y1:T ) = p(X1, ...,XT |Y1, ...,YT), that of-

ten cannot be computed directly, using the importance sampling approach introduced in Section 3.6.1. This is

done by introducingan importance density that is easy to sample from,q(X1:T |Y1:T ) = q(X1, ...,XT|Y1, ...,YT),

and approximating the desired posterior using a weighted sample set ofN samples,

p(X0:T |Y1:T ) ≈
N∑

i=1

w
(i)
1:T δ(X0:T − s(i)1:T ) (3.73)
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where

s
(i)
1:T ∼ q(X1:T |Y1:T ) (3.74)

w
(i)
1:T ∝

p(s
(i)
1:T |Y1:T )

q(s
(i)
1:T |Y1:T )

. (3.75)

Unfortunately this form of inference is often both inconvenient and computationally intractable for two

reasons: (1) it requires devising and sampling from a proposal functionin a very high dimensional space

that grows with the number of nodes in the graph, and (2) it requires that the entire process has been ob-

served (batch mode inference). SIS remedies both of these problems by estimating the posterior recursively

(a.k.a. on-lineposterior estimation).

Let us assume for the moment that we have a sample based representation of the posterior up to, but

not including, timet, {s(i)1:t−1, w
(i)
1:t−1|i ∈ [1, ..., N ]}. If we want to approximate the posterior recursively or

sequentially, and choose an appropriate importance density that factors,

q(X1:t|Y1:t) = q(Xt|X1:t−1,Y1:t)q(X1:t−1|Y1:t−1), (3.76)

then samples froms(i)1:t ∼ q(X1:t|Y1:t) can easily be constructed recursively. This is achieved by taking an

already existing sample based representation for the posterior at timet − 1, and augmenting each particle

s
(i)
1:t−1 with a sample based estimate of the state at timet, s(i)t ∼ q(Xt|s(i)1:t−1,Y1:t). The recursive equation

for the weights can also be derived by following rules of importance sampling, resulting in the following:

w
(i)
1:t ∝ w(i)

1:t−1

p(Yt|s(i)t )p(s
(i)
t , s

(i)
t−1)

q(s
(i)
t |s(i)1:t−1,Y1:t)

. (3.77)

The equation further simplifies if we assume that we are only interested in the marginal distribution

p(Xt|Y1:t) (a.k.a. filtered estimate) and not the full posterior, in which case the equation for the weights is

reduced to,

w
(i)
t ∝ w(i)

t−1

p(Yt|s(i)t )p(s
(i)
t , s

(i)
t−1)

q(s
(i)
t |s(i)t−1,Yt)

. (3.78)

resulting for the sample based representation for the marginal posterior density,

p(Xt|Y1:t) ≈
N∑

i=1

w
(i)
t δ(Xt − s(i)t ). (3.79)

The outlined approach is the basis of the General Particle Filter, Algorithm 4.

Degeneracy, Impoverishment and Resampling

A common problem with SIS filter is what is frequently known asdegeneracy. In particular, often after a few

iterations, all but one sample will have a negligible weight, contributingvirtually nothing to the approximation

of the marginal posterior. In [118] a suitable simple measure of degeneracy was introduced, to measure

effective sample size,Neff , at any given timet,
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Neff =
1

∑N
i=1(w

(i)
t )2

(3.80)

Clearly degeneracy effects are undesirable, since they lead to poor approximations of the posterior (at

high computational cost4). The two possible solutions are to either choose a good proposal function, or

to resample the particle set. Even with good proposal functions, often resampling is necessary (but not as

frequently).

The basic idea ofresamplingis, whenever significant degeneracy is observed (Neff < Nth, whereNth

is an empirically chosen threshold), to eliminate particles with the low weight, replacing them with particles

that have a more significant support. The resampling is implemented by drawing with replacement a new

set of unweighted samples (representing the same density){s̃(i)t , w̃
(i)
t |i ∈ [1, ...,N ]}, w̃(i)

t = 1
N for all

i ∈ [1, ..., N ], where the probability of drawing a sample is proportional to the weight of the sample in the

original set{s(i)t , w
(i)
t |i ∈ [1, ...,N ]}. In other words,p(s̃(i)t = s

(i)
t ) = w

(i)
t .

While resampling helps to reduce degeneracy in particle filters, it may introduce other problems. The

most significant of such problems is what often referred to assample impoverishment, which arises when one

or few particles have a high weight relative to the rest. In such a case the new resampled approximation will

have many repeated samples. This lack of diversity in samples tends to translate into poor approximation of

the posterior. This problem is particularly acute where theprocess noise is small, often leading to collapse of

all particles to a single sample point.

Sampling Importance Resampling Filter or Condensation

Thus far we have introduced a conceptual Particle Filteringframework that is common to many recursive

Bayesian approaches. To build a realistic algorithm a choice of importance function must be specified. In

this section we will introduce one variant of the Particle Filter calledSampling Importance Resampling(SIR)

[76] or in the computer vision community better known as Condensation introduced by Blake and Isard in

[25].

This particular Particle Filter variant is derived by making two assumptions: (1) that we going to use the

temporal prioras a proposal function (i.e. q(Xt|Xt−1,Y1:t) = p(Xt|Xt−1)), and (2) resampling is applied

at every iteration (i.e.Nth = ∞). Notice that this choice of importance density assumes a relatively simple

temporal prior from which samples can be generated. In practice, often linear models with Gaussian noise

are chosen forp(Xt|Xt−1) = N (Xt|βXt−1,Σ). Also notice that since resampling is done at every time

step, the computation of weights reduces to a particularly simple (non-recursive) form,

w
(i)
t ∝ p(Yt|s(i)t ), (3.86)

that only depends on thelikelihood. This particular variant of a particle filter has been applied extensively to

object tracking in computer vision domain; for discussion and more detailed derivation see Section 2.8.

4Samples, while contributing little to the overall quality of approximation, still need to be updated in the filtering framework.
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Input: sample based approximation to the marginal posterior at time t− 1

p(Xt−1|Y1:t−1) ≈ {s(i)t−1, w
(i)
t−1|i ∈ [1, ...,N ]}

Output: sample based approximation to the marginal posterior at time t

p(Xt|Y1:t) ≈ {s(i)t , w
(i)
t |i ∈ [1, ..., N ]}

1. For each samplei ∈ [1, ..., N ]

(a) Draws(i)t ∼ q(Xt|s(i)t−1,Yt) from proposal functionq(·).
(b) Compute the sample weight

w
(i)
t ∝ w(i)

t−1

p(Yt|s(i)t )p(s
(i)
t , s

(i)
t−1)

q(s
(i)
t |s(i)t−1Yt)

. (3.81)

2. Normalize weights for each samplei ∈ [1, ..., N ]

w
(i)
t =

w
(i)
t

∑N
i=1 w

(i)
t

(3.82)

3. Calculate effective sample size

Neff =
1

∑N
i=1(w

(i)
t )2

(3.83)

4. If Neff < Nth, resample the particle set by drawing with replacement fromthe sample based

approximation of the densityp(Xt|Y1:t) ≈ {s(i)t , w
(i)
t |i ∈ [1, ..., N ]}.

(a) For each samplek ∈ [1, ..., N ],

s̃
(k)
t ∼ {s(i)t , w

(i)
t |i ∈ [1, ..., N ]} (3.84)

w̃
(k)
t =

1

N
(3.85)

(b) For each samplek ∈ [1, ..., N ], let s(k)
t = s̃

(k)
t andw(k)

t = w̃
(k)
t

Algorithm 4 : Generic Particle Filter.

Number of Particles

All particle filters, use a set ofN weighted samples to represent the posterior. As the number of samples

N → ∞ the approximation approaches the true posterior, as with standard importance sampling. However,

in practice, due to computational cost, inference must be done with as few samples/particles as possible.

In general, it is hard to automatically select the number of particles needed for good posterior approxima-

tion. The number of particles will depend on the structure and shape of the posterior, proximity of proposal

distribution to the true posterior, the complexity of underlying dynamical process, observation noise, and

dimensionality of the state-space. In [136], a lower bound for the number of particles needed, known as

survival rate, is derived. In particular,

N ≥ Nmin

γd
, (3.87)
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whereN is the lower bound on the number of samples needed, subject tothe dimensionality of the state space

d, a survival rateγ ≪ 1 that is a constant related to how well the posterior is approximated by the filter (and

is a function of posterior and proposal distribution shape and complexity);Nmin is a parameter designating

the minimum number of particles to survive the resampling. The survival rateγ will typically be lower for

noisy posterior distributions that are not modeled well, requiring more samples to represent them adequately.

Consequently, for proposal distributions that are poor approximations to the posterior,γ will be low as well,

leading to similar artifacts. Lastly, the number of samplesrequired to model a high dimensional posterior,

according to this metric, will grow exponentially with the dimensionality of the state-spaced. This is known

in computer vision as thecurse of dimensionality.

Regularized Particle Filter

The general Particle Filter framework as well as the particular instance of SIR (or Condensation) in the

previous section attempts to resolve the issue of degeneracy with resampling and/or good proposal densi-

ties. However, as mentioned before, resampling often leadsto sample impoverishment. At least in part this

problem can be attributed to the fact that when the approximation to the density (encoded using a weighted

sample set) is resampled, we are sampling from a discrete representation of the posterior instead of the full

continuous approximation.

A Regularized Particle Filter(RPF) [154] was introduced to remedy this phenomenon. The RPF is identi-

cal to SIR filter introduced in the previous section, in all but one respect. During resampling, RPF resamples

from the continuous approximation of the marginal posterior obtained using Kernel-based approximation

introduced in Section 3.6.2. RPF bears striking similarityto the Particle Message Passing (PAMPAS) [99]

approach, that will be discussed in the next section and usedthroughout this thesis. In fact, Particle Message

Passing (PAMPAS) is a generalization of the RPF filter that allows inference in graphs of arbitrary topology.

For topology of Hidden Markov Models (HMMs) it can be shown that PAMPAS reduces to RPF.

3.7 Particle Message Passing

Particle filters introduced in the previous section are effective for inference in many different models and

applications, however, they are customized for temporal filtering or estimation problems in Hidden Markov

Models. Belief Propagation introduced in Section 3.5.2 provides the means of effective inference in graphs

of arbitrary topology, however, is typically restricted todiscrete variables or continues Gaussian variables

for tractable inference. In this section we will introduceParticle Message Passing(PAMPAS) [99], a variant

of Non-parametric Belief Propagation [220], that is able toperform approximate inference in the graphs of

arbitrary topology and makes no explicit assumptions aboutparametric form for the variables or potential

functions. In Particle Message Passing we generalize Particle Filters to work for graphs of arbitrary topology.

PAMPAS will underline the inference tasks in this thesis.

As in standard Belief Propagation, introduced in Section 3.5.2, for convenience we will restrict ourselves

to inference in pair-wise MRFs. However, similar results can be derived for a general MRF and Baysian

Networks. A simple extension would lead to variant that would work for factor graphs. Given a pair-wise

Markov Random Field specified by the graphG = {V, E}, where we have a set of hidden,VX, and observed,

VY , nodes corresponding to variablesX = {X1,X2, ...,XN} andY = {Y1,Y2, ...,YM} respectively, we



74

can write the joint distribution as follows,

p(X) =
1

Z

∏

(i,j)∈E,i∈VX,j∈VX

ψij(Xi,Xj)
∏

i∈VX

φi(Xi,Y). (3.88)

If we assume thatXi’s are continuous random variables, we can write down the recursive message passing

and belief estimation equations underlying BP (see Section3.5.2):

Continuous message passing: mij(Xj) ∝
∫

Xi

ψij(Xi,Xj)φi(Xi,Y)
∏

k∈A(i)\j

mki(Xi) dXi(3.89)

Belief estimation: bi(Xi) ∝ φi(Xi,Y)
∏

k∈A(i)

mki(Xi). (3.90)

The key observation, underlying both Particle Message Passing and the more general NBP [220], is that

integration required to perform message passing can be approximated using Monte Carlo techniques intro-

duced in Section 3.6. For convenience, we will first formulate PAMPAS for a restricted set of MRFs where

potentialsψij(Xi,Xj) can be expressed using finite Gaussian mixtures and then address the more general

case where some potential functions do not have this convienient form. Notice, that even this more restrictive

case, where potentials can be expressed using finite Gaussian mixtures, produces a considerably richer class

of models then the purely Gaussian MRFs introduced in Section 3.5.2. In its original form, Particle Massage

Passing was introduced by Michael Isard in [99]; here we generalize the original formulation of [99] to make

the approach appropriate for the applications addressed inthis thesis.

As in [99], for convenience we first introduce a probability density function that we will callmessage

foundation(where convenient we will use the following shorthand notation for the likelihoodφi(Xi) =

φi(Xi,Y)),

mF
ij(Xi) ≡

1

Zij
φi(Xi)

∏

k∈A(i)\j

mki(Xi), (3.91)

whereZij is a normalizing constant. Intuitively, the message foundation approximates the distribution over

Xi, that is then used to derive compatible distribution forXj encoded by the messagemij(Xj). We can

use Monte-Carlo integration to approximate the messages bydrawingN samples from the message foun-

dation,{s(n)
ij ∼ mF

ij(Xi)|n ∈ [1, ..., N ]}, and then propagating these samples through a potential function

ψij(Xi,Xj), resulting in the following

mij(Xj) =

N∑

n=1

w
(n)
ij ψij(Xi = s

(n)
ij ,Xj) (3.92)

mixture approximation to the message, wherew
(n)
ij = 1/N is the weight associated with each sample.

Assuming thatψij(Xi,Xj) can be modeled using a joint distribution represented by theMixture ofMij

Gaussians (MoG), the resulting mixture distribution,

mij(Xj) =
1

N

N∑

n=1

ψij(Xi = s
(n)
ij ,Xj) =

1

N

N∑

n=1

ψij(Xj |Xi = s
(n)
ij ), (3.93)
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for the message will be a Gaussian mixture as well withMijN components. Notice that by assuming a MoG

form for ψij(Xi,Xj) we can model a large class of potential functions. For tractable inference, however,

Mij must remain small (on the order of tens of components).

In general, we can sample from anyimportance function, {s(n)
ij ∼ qij(Xi)|n ∈ [1, ...,N ]} so long as

we apply importance re-weighting resulting in non-uniformweightw(n)
ij ∝ mF

ij(s
n
ij)/qij(s

n
ij). As with any

particle filtering the choice of importance function will effect the convergence properties of the algorithm.

Furthermore, samples can be stratified into a number of groups.

To compute the marginal distribution overXi, samples can be drawn from the belief distributionbi(Xi)

directly or using importance sampling. These possibly weighted samples (sum of Dirac functions) serve as

an approximate representation of the true marginal. If continuous representation of the marginal is required,

kernel density estimation can be used to smooth the particleset (see Section 3.6.2).

3.7.1 Sampling from a Product of Gaussian Mixtures

The key to inference using PAMPAS is sampling from the message foundationmF
ij(Xi). For the moment,

as in previous section, let us assume that both the likelihoods,φi(Xi,Y), and the potentials,ψij(Xi,Xj),

can be expressed as mixtures of Gaussians. In that case sampling frommF
ij(Xi) amounts to sampling from a

product of Gaussian mixtures. We will consider a more general case, where only a subset of potentials have

this form in the next section.

Let us consider a case where we have a product ofN mixtures ofMn, n ∈ [1, ..., N ], components respec-

tively, resulting in the product that can be expressed as a mixture itself with
∏N

n=1Mn Gaussian components.

Hence, the brute force approach to sampling would require time exponential in the number of mixtures,

O(
∏N

n=1Mn) (O(MN ) if for all mixturesMn = M ). This is only tractable for products of few mixtures

(typically N < 3) having relatively few mixture components. To make the sampling tractable, Sudderth

et al. [220] propose a Gibbs sampler (see Section 3.6.3), that can produce the unbiased exact samples from

the product inO(KNM2), as the number of iterationsK → ∞. In practice with a relatively small value of

K a good sampling can be achieved (we typically use5 < K < 10). In cases whereN < 3 the brute force

sampling is tractable, and we use the exact sampler instead.

The Gibbs sampler works by iteratively sampling labelsL = {l1, l2, ..., lN}, whereln ∈ [1, ...,Mn]

corresponding to the Gaussian components in mixturen. Initially L is initialized by randomly sampling the

labels. We found that initializing the sampler by samplingln’s according to the probability of the mixture

components in the mixturen, as in [220], led to slower convergence is some cases. Once wehave an initial set

of labelsL, we pick an integerk ∈ [1, ..., N ] at random and samplelk according to the marginal distribution

on the labels. The full algorithm introduced in [220] is restated in Algorithm 5 for completeness.

Significant optimizations to the above algorithm can be madefor the case where all mixture components

have the same covariance. Similarly, for the specific case ofmixtures that have diagonal covariance structure,

an approximate sampling scheme was introduced in [95] that can sample from the product inO(KMN).

3.7.2 Sampling from More General Forms of Message Foundation

It is impractical to assume that the likelihoodφi(Xi,Y) can be explicitly modeled using a Gaussian mixture,

in fact in most casesφi(Xi,Y) will be too complex to be able to sample from it directly. It isalso possible that

some sub-set of potentialsψij(Xi,Xj) will not be able to be modeled using a Gaussian mixture effectively.
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Input: D Gaussian mixtures, where mixtured ∈ [1, ..., D] containsMd Gaussian components

with parameters{w(m)
d , µ

(m)
d ,Λ

(m)
d } respectively.

Output: x ∼∏D
d=1

∑Md

m=1 w
(m)
d N (µ

(m)
d ,Λ

(m)
d ).

1. For eachd ∈ [1, ..., D], choose a starting labelld ∈ [1, ...,Md] by samplingp(ld = j) ∝
1/Md. For convenience, letL = {l1, l2, ..., lD}.

2. For eachd ∈ [1, ..., D],

(a) Calculate the covariance matrix

Λ⋆ =

(
d−1∑

i=1

[

Λ
(li)
i

]−1

+

D∑

i=d+1

[

Λ
(li)
i

]−1
)−1

(3.94)

and the mean vector

µ⋆ = Λ⋆

(
d−1∑

i=1

[

Λ
(li)
i

]−1

µ
(li)
i +

D∑

i=d+1

[

Λ
(li)
i

]−1

µ
(li)
i

)

(3.95)

of the Gaussian resulting from taking a product of Gaussiansdesignated by the set of
fixed labelsL/ld.

(b) For eachm ∈ [1, ...,Md] calculate

Λ̄(m) =

([

Λ
(ld)
d

]−1

+ [Λ⋆]
−1

)−1

, µ̄(m) = Λ̄m

([

Λ
(ld)
d

]−1

µ
(ld)
d + [Λ⋆]

−1
µ⋆

)

(c) Sample a new value for labelld according to

p(ld = m) ∝ w(m)
d

N (x;µ
(m)
d ,Λ

(m)
d )N (x;µ⋆,Λ⋆)

N (x; µ̄(m), Λ̄(m))
(3.96)

wherex is any convenient point (we usex = µ̄(m)).

3. Repeat step2 for K iterations.

4. Compute the mean and covariance for the Gaussian component of the product designated by
L.

Λ̄ =

(
D∑

i=1

[

Λ
(li)
i

]−1
)−1

, µ̄ = Λ̄

(
D∑

i=1

[

Λ
(li)
i

]−1

µ
(li)
i

)

5. Draw samplex ∼ N (µ̄, Λ̄).

Algorithm 5 : Gibbs Sampler for a Product of Gaussian Mixtures. Original algorithm is introduced in
[220].

Hence, we must handle a case where only a sub-set of the terms in the message foundation,mF
ij(Xi), will

have the convenient Gaussian mixture form; for conveniencelet us call the product of those termsmFS
ij (Xi).

The rest of the terms that do not have the convenient form fromwhich we can easily sample can be combined

intomFE
ij (Xi), such thatmF

ij(Xi) = mFS
ij (Xi)m

FE
ij (Xi). For example, if the likelihoodsφi(Xi,Y) are not
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Gaussian mixtures and potentialsψij(Xi,Xj) are, thenmFS
ij (Xi) =

∏

k∈A(i)\j mki(Xi) andmFE
ij (Xi) =

φi(Xi,Y).

Of particular interest is the case where some (but not all) potentials can be represented using mixtures

of Gaussians (MoGs). Let us consider a case where a graph contains potentials of two distinct types5

ψ
(MoG)
ij (Xi,Xj) andψ(¬MoG)

ij (Xi,Xj). Assuming that the messages are obtained as before by propa-

gating samples via these potentials, this will lead to two corresponding message types,m(MoG)
ij (Xj) and

m
(¬MoG)
ij (Xj). We can now collect all the terms that have a convienient formfor sampling intomFS

ij (Xi) =
∏

k∈A(i)\j m
(MoG)
ki (Xi), and the rest of the terms intomFE

ij (Xi) = φi(Xi,Y)
∏

k∈A(i)\j m
(¬MoG)
ki (Xi).

The PAMPAS algorithm of Section 3.7 can then be easily modified to handlethis case by setting the

importance functionqij(Xi) = mFS
ij (Xi). The new NBP variant will then proceed by samplings(n)

ij ∼
mFS

ij (Xi) from the importance function and then the importance re-weighting will assign the weight of

w
(n)
ij ∝ mFE

ij (s
(n)
ij ) to the sample. The resulting message will then be obtained asbefore, by condition-

ing onXi, i.e.ψij(Xi = s
(n)
ij ,Xj) = ψij(Xj |Xi = s

(n)
ij ).

3.7.3 Choice of Importance Functions

Sections 3.7.1 and 3.7.2 introduce a particular choice of importance function for approximating messages in

BP using Monte Carlo,

qij(Xi) = mFS
ij (Xi). (3.97)

However, this choice of an importance function is not alwayseffective. In particular, consider inference

in an undirected chain (e.g.Hidden Markov Model with3 hidden random variables –{X1,X2,X3}). The

limitation is that for messagesm12(X2) andm32(X2) the corresponding importance functionsq12(X1) =

mFS
12 (X1) = ∅ andq32(X3) = mFS

32 (X3) = ∅ are non-informative. While the messages will correctly weigh

the non-informative samples, in high-dimensional spaces this will lead to poor approximation to the messages

(see discussion in Section 3.6.1). One solution is to use a different importance function that facilitates place-

ment of samples in high probability regions. One natural choice is to use belief as an importance function. In

other words, let

qij(Xi) = mFS
ij (Xi)mji(Xi). (3.98)

This choice of importance function will also in some cases facilitate fastermixingbetween messages, leading

to overall faster convergence of BP [99].

In order to use either of the two importance functions, however, messages must beinitialized. In discrete

belief propagation messages are often initialized by uniform distributions, that are then refined by Belief

Propagation message passing. In the continuous case, and more specifically in high-dimensional continuous

case, having uniform messages will lead to non-informativeimportance functions. This in tern will lead to

poor approximation to the true messages, and often will not lead to convergence of NBP. Hence, for the

non-parametric BP inference to be effective, some or all messages must be initialized to semi-informative

distributions6. In most tracking applications [219] this is done by providing an initial pose, or distribution

5In both cases we assume that conditional distributions of the formψij(Xi = x,Xj) can be derived analytically.

6Notice that this is equivalent to having an informative importance function for some of the variables in the graph.
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over poses at the first frame. In this thesis we take a very different approach. Instead, we assume that there

exists a static discriminative proposal process that provides reasonable starting values or distributions over

those values for some of the variables. In other words that wehave an informative proposal for some of the

messages,

qij(Xi) = f(Xi). (3.99)

In computer vision applications, having a proposal function of this type is often relatively easy. For example,

for articulated body pose estimation, where variables correspond to body parts, finding plausible positions

for some variables corresponding to the placement of salient limbsor a face is a well researched problem

(efficient and effective solutions to which exist).

3.7.4 Stratified Sampling

Stratified sampling(a.k.a. proportionalsampling), involves dividing the samples into a set of homogeneous

groups, and sampling within each group according to some function. While stratified sampling is of signifi-

cant importance in probability and statistics by itself, here we will consider stratified sampling in the context

of Monte Carlo methods and PAMPAS. Consider Monte Carlo importance sampling, first introduced in Sec-

tion 3.6.1. As mentioned before, the efficiency of Monte Carlo approximation depends significantly on the

importance function chosen. Sometimes, however, it is unclear which importance function is best suited for

the inference task, and a number of alternative importance functions may be available. In particular, in Sec-

tion 3.7.3 three importance functions have been introducedthat are of interest in Particle Message Passing.

The key observation is that instead of drawing all samples from one importance function that is believed to be

most efficient, we can stratify the sampling procedure to draw samples from multiple importance functions.

As a result, the samples will be more diverse overall, yet focused within each group.

Let us assume we have a family ofR importance functions,q(r)ij (Xi), wherer ∈ [1, ..., R] from which

we want to drawN samples. If we also assume that each importance function hasan associated sampling

fractionγr , such that
R∑

r=1
γr = 1, then we can define a stratified sampler as follows:

s
(k)
ij ∼ q

(1)
ij (Xi) for k ∈ [1, ..., Nγ1]

s
(k)
ij ∼ q

(2)
ij (Xi) for k ∈ [Nγ1 + 1, ..., Nγ1 +Nγ2]

· · ·

s
(k)
ij ∼ q

(r)
ij (Xi) for k ∈

[

N

r−1∑

l=1

γl + 1, ..., N

r∑

l=1

γl

]

· · ·

s
(k)
ij ∼ q

(R)
ij (Xi) for k ∈

[

N

R−1∑

l=1

γl + 1, ..., N

]

Since the samples,{s(k)
ij |k ∈ [1, ...,N ]}, will be drawn from different importance functions, importance cor-

rection must also be done accordingly. In particular, ifq
(r)
ij (Xi), r ∈ [1, ..., R], are the importance functions
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for approximating message,mij(Xj), then the following importance correction must be applied,

w
(k)
ij =

mF
ij(s

(k)
ij )

q
(1)
ij (s

(k)
ij )

for k ∈ [1, ..., Nγ1]

w
(k)
ij =

mF
ij(s

(k)
ij )

q
(2)
ij (s

(k)
ij )

for k ∈ [Nγ1 + 1, ..., Nγ1 +Nγ2]

· · ·

w
(k)
ij =

mF
ij(s

(k)
ij )

q
(r)
ij (s

(k)
ij )

for k ∈
[

N

r−1∑

l=1

γl + 1, ..., N

r∑

l=1

γl

]

· · ·

w
(k)
ij =

mF
ij(s

(k)
ij )

q
(R)
ij (s

(k)
ij )

for k ∈
[

N

R−1∑

l=1

γl + 1, ..., N

]

.

In the above we assumed thatNγi is an integer for alli, in practice this it is often a fraction and must be

rounded. For the stratified sampling to be effective, one must ensure that the number of groups (strata), S, is

relatively small in relationship to the total number of samples,N . In addition, having widely disproportional

fractions of samples may cause sampling artifacts. We foundstratified sampling to be effective in PAMPAS.

The full stratified sampling PAMPAS procedure is outlined in Algorithm 6.

3.7.5 Differences betweenPAMPAS and NBP

While the PAMPAS [99] algorithm introduced here and the Non-parametric Belief Propagation (NBP) algo-

rithm introduced in [220] are very similar in nature, there are two key differences that are worth mentioning.

First, in [220] no particular form for the potentials is assumed. Hence, instead of propagating samples

from the message foundation,{s(n)
ij |n ∈ [1, ..., N ]}, via a potential resulting in convenient continuous rep-

resentation for the message, in [220]ψij(Xi,Xj) is sampled. This results in a particle representation for

the message and kernel bandwidth estimation is used to assign equal variance bandwidth to all the samples.

This leads to an additional approximation ofψij(Xi,Xj), where as in our caseψij(Xi,Xj), modeled using

Gaussian mixtures7, can be represented exactly.

Second, there is a difference in where the importance sampling takes place due to the inability to represent

likelihoods,φi(Xi,Y), using convenient Gaussian mixture form. In [220] importance sampling and re-

weighting is incorporated directly into the Gibbs sampler.This results in a generally better sampling strategy,

however, requires an underlying assumption that the kernelwidth is small relative to the variations in the

likelihood functionφi(Xi,Y). As a result, we believe that multiple hypothesis in the message foundation

would tend to cause more severe problems in [220], renderingthe algorithm of [220] inferior in cases where

good initialization is unavailable. In PAMPAS, we need not make any assumptions on the kernel width

and can represent the potential exactly, which makes it moreconvenient for the cases where only weak

initialization is available. However, one would expect ourapproach to degrade asmF
ij(Xi) andmFS

ij (Xi)

become more dissimilar (i.e.more terms in the message will not have the convenient Gaussian mixture form),

and in such cases NBP [220] may lead to superior performance.

7Other potential functionsψij(Xi,Xj) from which conditional distributions of the formψij (Xi = x,Xj) can be derived analyt-
ically, can also be represented exactly.
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Input: Graphical modelG = {V, E} with specified robust potentialψij(Xi,Xj) (consisting
of Gaussian mixtures withMij components and a single Gaussian outlier process)
and likelihoodφi(Xi,Y) functions
Set of possibly uninitialized messagesmij(Xj)
Number of samples to use for approximating the message,N .

Output: Updated messagẽmij(Xj)

1. Collect all terms in the message foundationmF
ij(Xi) = 1

Zij
φi(Xi)

∏

k∈A(i)\j mki(Xi), that

have convienient Gaussian mixture form intomFS
ij (Xi) term.

2. Set importance functions and corresponding sampling fractions

(a) q(1)
ij (Xi) = mFS

ij (Xi) q
(2)
ij (Xi) = mFS

ij (Xi)mji(Xi) q
(3)
ij (Xi) = f(Xi)

(b) For the first iteration of BP typicallyγ1 = 0, γ2 = 0, γ3 = 1, for the rest typically
γ1 = 0.5, γ2 = 0.5, γ3 = 0.

wheref(Xi) is the static proposal distribution.

3. For each of the importance functionsk ∈ [1, ..., 3]

(a) Compute starting sample index,Ns =
k−1∑

l=1

Nγk
Mij

(b) DrawNk = (N − 1)γk/Mij samples from the proposal function:

s
(Ns+n)
ij ∼ q(k)

ij (Xi), n ∈ [1, ..., Nk] (3.100)

(c) Compute importance correction forn ∈ [1, ..., Nk]

w
(Ns+n)
ij =

mF
ij(s

(Ns+n)
ij )

q
(k)
ij (s

(Ns+n)
ij )

(3.101)

4. Assuming that we have a robust potential function for which conditional can be derived,
e.g.for Gaussian mixture potential

ψij(Xj |Xi) = λ0N (Xj|µ0,Λ0)+(1−λ0)

Mij∑

m=1

δijmN (Xj |Fijm(Xi), Gijm(Xi)), (3.102)

store normalized weights and mixture components forn ∈ [1, ..., (N − 1)/Mij], m ∈
[1, ...,Mij]:

(a) n′ = (n − 1)Mij +m

(b) µ(n′)
ij = Fijm(s

(n)
ij )

(c) Λ
(n′)
ij = Gijm(s

(n)
ij )

(d) π(n′)
ij = (1− λ0)

w
(n)
ij δijm
N−1∑

l=1

w
(l)
ij

5. Assign outlier components:π(N)
ij = λ0, µ(N)

ij = µ0, Λ
(N)
ij = Λ0

6. Let m̃ij(Xj) =
N∑

n=1
π

(n)
ij N (Xj |µ(n)

ij ,Λ
(n)
ij ).

Algorithm 6 : PAMPAS Stratified Message Update.
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3.7.6 Message Passing Scheduling

While in theory the massage passing schedule (order) in BP does not matter, in practice it has been shown

that the message passing schedule can effect the convergence properties significantly. It is a well-known em-

pirical observation that asynchronous message passing algorithms, where messages are updated sequentially,

generally converge faster and more often than the synchronous variant, where all messages are updated in

parallel. In practice, however, synchronous variants are often used, perhaps due to ease of implementation.

In tree-structured graphs the order in which messages should be sent is explicitly defined by the graph. In

this case when sequential updating is used, the standard naive schedule is one where a message is propagated

as soon as all of its inputs are available or have changed. This results in propagation of messages from the

leaves of the tree upward toward the root and then back down.

In general loopy-graphs an explicit message passing schedule must be defined. The message passing

schedule can be either synchronous or asynchronous.Synchronousmessage passing amounts to simultane-

ously sending messages along all edges of the graph. It has been shown, however, that often this results in

very slow and inefficient convergence [56]. Alternatively,anasynchronousmessage passing schedule would

lead to passing messages in a serial order defined by the schedule. One of the standard asynchronous message

schedules can be derived by computing a minimum spanning tree over the graph and updating messages ac-

cording to the tree-structure rules [239]. The spanning tree, however, may not be unique. In this case one must

either choose a tree and a fixed asynchronous schedule for that tree, or for every iteration of BP randomly

pick a minimum spanning tree and a corresponding schedule. In this thesis, we use a fixed asynchronous

message passing schedule with a minimum spanning tree, for simplicity. In general, however, better conver-

gence may be achieved by randomizing the tree parameterization and the message passing schedule. More

recently a new informative message scheduling approach [56] has been proposed that schedules messages in

an informed way, that pushes down a bound on the distance fromthe fixed point.

3.7.7 Simulated Annealing

The Markov chain based method of simulated annealing was developed initially in [116] and later adopted for

articulated particle filtering in [52] and [70] as a way of handling multiple modes in a stochastic optimization

context. The method employs a series of distributions, withprobability densities given byp0(X) to pM(X),

in which eachpm(X), m ∈ [0, ...,M ], differs only slightly frompm+1(X). In this context samples need to

be drawn fromp0(X) andpm(X)’s are designed such that inpM (X) the movement between all regions of

the search space are allowed. The usual method is to setpm(X) ∝ [p0(X)]βm , for 1 = β0 > β1 > ... > βM .

In the case of Particle Message Passing (PAMPAS) one can anneal the likelihood, the potentials or both.

In our experiments, we found that annealing the likelihood as a function of BP iterations worked well. We

typically setβm = βm+1κ, wherem is the iteration of BP and0 < κ < 1 is a constant. Simultaneous

annealing of potentials is also possible and would lead to stronger joint constraints.

3.7.8 Examples

In this section we illustrate how Particle Message Passing can be used for inference in simple1-D graphical

models (e.g. HMMs). All examples have synthetically generated likelihood functions and hand specified
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potentials. For experimental convenience and clarity, we use simple Gaussian likelihoods and potential func-

tions (resulting in Gaussian conditionals), though our implementation of Particle Message Passing does not

depend or make use of this fact for inference. We usedN = 1000 samples to approximate messages and

beliefs, in all cases. In all examples we are modeling a synthetically generated temporal evolution process of

Xi ∈ R
1, i ∈ [1, ..., 5].

In Figure 3.15, inference in a directed Hidden Markov Model (illustrated in the top-left corner of the fig-

ure) is shown. The likelihoods for variablesφi(Yi|Xi) ≡ N (Xi| − 7 + 7(i− 1), 2)+ η, wherei ∈ [1, ..., 5]

andη is a zero mean Gaussian distributed noise with small (relative to the dynamics) variance. These like-

lihoods are illustrated by red [φ1(Y1|X1)], green [φ2(Y2|X2)], blue [φ3(Y3|X3)], magenta [φ4(Y4|X4)]

and black [φ5(Y5|X5)] accordingly. Inference in this model using PAMPAS is equivalent to sequential pos-

terior estimation using a Particle Filter (see Section 3.6.4). Marginals corresponding to beliefs after0–3

iterations of Particle Message Passing are illustrated in red corresponding tob(X1), green –b(X2), blue –

b(X3), magenta –b(X4) and black tob(X5). Since conditional distributions encoded by the edges between

hidden nodes in the graph, illustrated in top-right corner of the figure, are very similar to the true dynamical

model expressed by the synthetic observations,ψ(Xi+1|Xi) ≡ N (Xi+1|Xi + 7, 0.5), inference performs

well.

In Figure 3.16, an undirected pair-wise MRF version of the graph corresponding to the same problem is

shown. Unlike in Figure 3.15, bi-directional potentials (instead of conditional distribution) define evolution

of states. In particular,ψ(Xi = x,Xi+1) ≡ N (Xi+1|x + 7, 0.5) andψ(Xi = x,Xi−1) ≡ N (Xi+1 |x −
7, 0.5), this is illustrated in the top-right corner of Figure 3.16.Similar, to the undirected case inferred

distributions well match observations, because dynamics is modeled well. In Figure 3.17, inference with

missing observations forX3 is shown. The rest of the model is the same as in Figure 3.16. Asillustrated,

temporal (if we assume that what is illustrated is a temporalprocess) consistency allows PAMPAS to correctly

infer the state of all variable (includingX3) in the presence of missing observations.

So far, both directed HMM and similar in structure undirected pair-wise MRF were able to produce similar

inference results. To illustratehow the two models differ,we construct an example where dynamics embedded

in the model is a very poor approximation to the true dynamicsof the observed system. In Figure 3.18,

the model is adjusted to have conditional distributions that poorly model true dynamics,ψ(Xi+1|Xi) ≡
N (Xi+1|Xi + 1, 0.5). In this case we can see that roughly after3 time instances the algorithm looses

track and the beliefsb(X4) andb(X5) poorly model the data. Interestingly enough if we try to perform the

same inference task with an undirected model that has bi-directional constraints, the result is quite different

(see Figure 3.16). In the undirected model, where inferenceis able to incorporate information from future

observations, the distributions over all variables are adjusted to achieve best error averaged over all variables.

3.8 Discriminative Models

Lastly, we would like to introduce a few discriminative models that proved to be useful for articulated pose

estimation [1, 2, 4, 206] and tracking [205, 206] (see Section 2.7 for further discussion). In the context of this

thesis, these discriminative models will be useful in inference of 3D structure from the 2D pose, within the

hierarchical framework that will be introduced in Chapter 6.
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Figure 3.15:Particle Message Passing in Hidden Markov Model.See text for details.
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Figure 3.16:Particle Message Passing in pair-wise MRF.See text for details.
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Figure 3.17:Particle Message Passing in pair-wise MRF with missing data. See text for details.
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Figure 3.18:Particle Message Passing in Hidden Markov Model (with poor dynamical prior). See text
for details.
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Figure 3.19:Particle Message Passing in pair-wise MRF (with poor dynamical prior). See text for details.
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Figure 3.20:Regression model.In (a) a graphical model representation for Linear Regression isshown. In
the regression model depicted,Y corresponds to the independent input variable (observation) andX to the
dependent hidden output variable;θ is the set of parameters that are made explicit in (b). In (c) a graphical
model representation forN i.i.d. input-output pairs of samples(xi, yi) drawn from the model is illustrated.
In (d) a predictive regression model is shown, where givenN i.i.d. observations as in (c) the goal is to predict
a value for a latent variablexp given a new observationyp.

3.8.1 Linear, Ridge and Locally Weighted Regression

Linear Regressionis among the simplest discriminative models that attempts to model the conditionalp(X|Y)

directly. The model assumes linear (or in case ofpolynomial regression, polynomial) relationship between

multivariate random variablesX andY, i.e. p(X|Y) = N (βY, σ2I). In this modelX ∈ R
dX is thedX-

dimensional hidden variable andY ∈ R
dY is thedY-dimensional observation. The relationship betweenX

andY can be expressed asX = βY + η, whereβ is andY × dX matrix of regression coefficients andη is a

zero mean normal noise variable with covarianceσ2I (please note that the basic model assumes that the noise

across all dimensions is the same). Typically, with a regression model we want to (1) learn the parameters of

the modelθ = {β, σ} given a set of input-output paired observations(xi, yi), and (2) given these parameters

predict the value of (or distribution over)X from new observations ofY (see Figure 3.20 (d)).

In this chapter we take Baysian approach to regression whichis a generalization of the more typical least

squares analysis8 formulation. Hence, to estimate parameters of a regressionmodel we first must choose

the hyper-prior over the parameters themselves. For example, if we choose a non-informative joint prior

p(β, σ) ∝ 1
σ2 , the Maximum Likelihood (ML) estimates for the parameters can be obtained by maximizing

the likelihood,

L(θ) = L(β, σ) = p(D|β, σ) =

N∏

i=1

(2πσ2)−n/2 exp

[

− 1

2σ2
(xi − βyi)

T (xi − βyi)

]

, (3.103)

with respect to the parametersθ = {β, σ} and subject to the training input-output pairs,D = {(xi, yi)|i ∈
[1, ..., N ]}. The resulting estimate that can be re-written in terms of matrix notation (with slight abuse of

notation whereDX = {xi|i ∈ [1, ..., N ]} andDY = {yi|i ∈ [1, ..., N ]}) conform to the least-squares

solution often obtained in non-Baysian setting:

8Least squares analysis is a method for linear regression that determines the values of unknown quantities in a statistical model by
minimizing the sum of the residuals (difference between thepredicted and observed values) squared. This method was first described by
Carl Friedrich Gauss.
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β̂ML = (DT
Y
DY)−1DT

Y
DX, σ̂2

ML =
1

N

N∑

i=1

(xi − βyi)
2. (3.104)

Given the learned parameters, prediction of the distribution overX for a new previously unobserved value

of Y = yp can trivially be computed,

p(X|Y = yp) = N (X; βyp, σ
2I). (3.105)

Ridge Regression

The non-informative prior forβ, however, often results in the severe over-fitting and poor generalization. One

way of battling this is to have a more informative prior on theparameters (a.k.a.regularization). In particular,

if in addition to assuming that noiseη is normally distributed with mean0 and variance isσ2I as before, we

also assume thatβ has a prior distribution that is normal with mean0 and varianceσ
2

λ
I, then the Maximum

Likelihood estimator for theβ becomes,

β̂ML = (DT
Y
DY + λI)−1DT

Y
DX, (3.106)

which corresponds to theridge regressionwith regularization parameterλ. Intuitively this can be interpreted

as adding smoothness constraints on the learned mapping, whereλ is the damped regularization term that

penalizes large values in the coefficient matrixβ. Larger values ofλ will result in overdamping, where the

solution will be underestimated, small values ofλ will result in overfitting and possibly ill-conditioning.

Ridge regression has been successfully applied, along witha closely relatedrelevance vector regression,

for discriminative articulated pose estimation by Agarwalet al. [1, 4]. The proposed approach uses simple

histogram features based on local shape context (see Section 2.5.8) to learn a direct probabilistic mapping

from these features to a full 3D pose of a person.

Locally Weighted Regression

In both linear regression and ridge regression all traininginput-output pairs,(xi, yi), contribute equally to

the learning of parameters. Often it is useful, however, to weight these contributions. The weight here can be

interpreted as the probability that a particular training input-output pair came from the model (as opposed to

the noise or an outlier process). Assuming that we can associate a weight,wi, with every input-output pair,

the equations for linear and ridge regression can be trivially augmented to account for this,e.g.

β̂ML = ([DY]TWDY + λI)−1 [DY]TWDX, (3.107)

whereW = diag(w1, ..., wN) is a diagonal matrix with corresponding weights. Notice that efficiency of the

learning is a function of the number of non-zero diagonal elements inW .

3.8.2 Baysian Mixture of Experts

Both linear regression and ridge regression assume that themapping (conditional distribution) between the

inputs (observed variablesY) and outputs (latent variablesX) is linear and one-to-one. In many realistic
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Figure 3.21:Mixture of experts model. In (a) a graphical model representation for Mixture of Experts
(MoE) is shown. In the MoE model depicted,Y corresponds to the independent input variable (observation)
andX to the dependent hidden output variable.Z is the hidden variable corresponding to the activated gate,
which is of little interest by itself and often is marginalized out to obtain desired conditional distribution
p(X|Y). In (b) a graphical model representation forN i.i.d. input-output pairs of samples(xi, yi) drawn
from MoE model are shown; corresponding latent gate variableszi, are also illustrated. Finally in (c) a
predictive MoE model is shown where givenN i.i.d. observations as in (b) the goal is to predict a value for a
latent variablexp given a new observationyp.

datasets this is not the case. For example, as was discussed in Section 2.9.2 the relationship between 2D

features and 3D pose of the person is indeed multi-modal and not one-to-one, due to the projection ambigu-

ities. In fact in many perception problems that involve the recovery of the inverse mapping, multi-modality

arises naturally. To represent conditional distributionsof this typeBaysian Mixture of Experts(BME) was

introduced by Jacobset al.in [103, 110] and Waterhouse in [242]. This model has since been used in many

applications including human pose estimation [2, 195, 206]and tracking [206].

The key idea in BME is to use a Mixture Model, similar to the onedescribed for Gaussian Mixture in

Section 3.4.2, to combine multiple linear (or other type) discriminative models calledexpertsinto a single

coherent probabilisticmodel. The rational is that inputs will be assigned to individual experts probabilistically

using agatingnetwork, where upon each selected expert would be responsible for probabilistically predicting

the outputsX based on learned parameters. As a results some parts of the input space that are complex,

would activate multiple experts resulting in the multi-modal distribution over the outputsX, others that are

unambiguous may be assigned to a single expert resulting in the simpler unimodal prediction. Formally the

model can be written as follows (caring cunning resemblanceto the Gaussian Mixture Model):

p(X|Y) =
∑

Z

pe(X|Y,Z, θe)pg(Z|Y, θg) (3.108)

or alternatively forM experts as,

p(X|Y) =

M∑

m=1

pe(X|Y, zm = 1, θe,m)pg(zm = 1|Y, θg,m) (3.109)

whereZ = {z1, ..., zM} is the set of hidden indicator variables that indicate whichexpert was responsi-

ble for generating the data point,pg(Z|Y, θg) is the probabilistic gating network with parametersθg =

{θg,1, ..., θg,M}, andpe(X|Y,Z, θe) is the set of experts with parametersθe = {θe,1, ..., θe,M}. This model
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is illustrated in Figure 3.21. The choice of distributions for gate and experts is unconstrained by the basic

model; the only condition that must hold is that
M∑

m=1
pg(zm = 1|Y, θg,m) = 1.

Learning of Parameters. The overall parameters of the model including parameters ofall experts and

gaits can be expressed asθ = {θg,m, θe,m|m ∈ [1, ...,M ]}. To learn these parameters, as before we must

maximize the likelihood of obseved data,D. Let us assume that we haveN i.i.d. input-output sample pairs

D = {(xn, yn)|i ∈ [1, ...,N ]}) that are generated by one of theM experts, selected using a set of hidden

indicator variables{z(n)
m |n ∈ [1, ..., N ],m ∈ [1, ...,M ]}, where

z(n)
m =

{

1 if expertm generatedyn from xn

0 otherwise
(3.110)

The likelihood that encodes the joint density for allN training samples can then be written as the follow-

ing,

L(D|θ) =

N∏

n=1

M∑

m=1

pe(xn|yn, z
(n)
m = 1, θe,m)pg(z

(n)
m = 1|yn, θg,m). (3.111)

Based on the formalism introduced in Section 3.4.1, we know that Maximum Likelihood estimation of pa-

rameters will not work in this case, and we will need to resortto Expectation-Maximization (EM) in order to

deal with hidden variables,z(n)
m .

The EM algorithm in this case would proceed to first estimate the posterior (in the E-step):

p(z(n)
m = 1|xn, yn, θ) =

pe(xn|yn, z
(n)
m = 1, θe,m)pg(z

(n)
m = 1|yn, θg,m)

∑M
i=1 pe(xn|yn, z

(n)
i = 1, θe,i)pg(z

(n)
i = 1|yn, θg,i)

. (3.112)

This gives probability that expertm has generated the data pair(xn, yn). In the M-step one must optimize

both parameters of the experts and of the corresponding gates. This amounts to first learning the parameters of

the experts, that must account for the current expert membership estimatesz(n)
m ; and then learning parameters

of the gates. The latter learning step must account for how well a given learned expert can predict the output

for an input value.

Notice that so far we have not explored particular choices for the gates or experts and the above EM

algorithm is very general. The particular choice of the gatefunctions and experts will, however, greatly

impact the efficency and overall complexity of the learning tasks in the M-step.

Alternatively, for a restrictive choice of gate and expert functions the desired conditional can be computed

indirectly from the joint [2, 167, 207], via Bayes’ rule. This results inoften simpler M-step, at the expense

of higher dimensional modeling of the joint distribution. The benefit of the indirect methods is that, for this

restricted choice of gate and expert functions, some of the computation (most notably marginalization over

the inputs) can be done analytically. Learning of parameters using both direct EM and indirect methods can

be made more efficient by enforcing sparsity priors on the inputs [179]. A more detailed discussion of these

issues can be found in [179].

In this thesis we will make use of the MoE architecture with a particular simplified choice of gate and ex-

pert functions. In particular, we will use Gaussian gates and linear (or ridge) with Gaussian kernel regression

experts,i.e.
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pg(zm = 1|Y, θg,m) =
N (Y|µm,Σm)

∑M
i=1N (Y|µi,Σi)

(3.113)

pe(X|Y, zm = 1, θe,m) = N (X|βmY,Λm). (3.114)

This specific form of the MoE model is often calledMixture of Regressors[2, 207]. Both direct and indirect

methods for learning parameters of Mixture of Regressors exist [207]. The direct method that uses EM and

weighted regression to optimize the expert parameters, will be discussed in detail in Section 6.4. The indirect

method as an exercise is presented in the next section.

Prediction. Once the parameters are learned, as with regression we are interested in predicting the output

xp for some previously unobserved input valueyp. This can be formulated as,

p(xp|yp, θ) =

M∑

m=1

pe(xp|yp, zm = 1, θe,m)pg(zm = 1|yp, θg,m). (3.115)

A point estimator can be obtained by taking expected value ofthe above,

x̂p = E[p(xp|yp, θ)], (3.116)

whereE is conditional expectation.

Examples. In Figures 3.22–3.24 we illustrate the Mixture of Experts architecture on a set of simple 1D

examples. Figure 3.22 shows how a mixture of linear kernel regressors can be used to learn a non-linear

probabilistic function. Figure 3.23 shows an example wheresimilar architecture is used to learn multi-modal

prediction functions. In all examples direct EM-based learning method was used and iterated for a fixed

number of steps (10). To initialize the EM learning joint input-output vectors, (xi, yi), were clustered using

K-means and a separate expert was assigned to each cluster.

3.8.3 Joint-based Learning for Mixture of Regressors

Let us consider the special case of the Mixture of Experts model, called Mixture of Regressors, where the

experts are kernel regressors of the formpe(X|Y, zm = 1, θe,m) = N (X|βmY,Λm), whereβm is as

before (see Section 3.8.1) the matrix of regression coefficients andΛm is the corresponding Gaussian kernel

bandwidth (covariance matrix) for expertm ∈ [1, ...,M ]. The joint distribution for this choice of the expert

can be written in the following form:

p

([

Y

X

]

|θ
)

=
M∑

m=1

δmN
([

Y

X

]

|
[

µm

βmY

]

,

[

Σm Σmβ
T
m

βmΣm βmΣmβ
T
m + Λm

])

. (3.117)

The conditional distribution can be derived analytically from above using the rules of conditional Gaussian

distributions introduced in Section 3.1.2,
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Figure 3.22:Mixture of kernel regressors example.A special case of the Mixture of Experts (MoE) model,
mixture of linear kernel regressors, is illustrated. The training data, consisting of 1D input (alongx-axis)
and 1D output (alongy-axis) paired samples, is illustrated in (a). Learned model consisting of a mixture of
M = 2 regressors is illustrated in (b, c, d), where (b) illustrates samples drawn from the model (in magenta);
(c) and (d) individual kernel regressor experts and corresponding gates as a function of the input. Point
predictions for the range of inputs using the learned model are illustrated in (c) and (d). In (c) weighted
prediction corresponding to the conditional expectation in Eq. 3.116 is shown; color designates contribution
of individual experts towards the solution. Finally, in (d) prediction based on the most probable expert are
shown for the range of inputs; color designates the expert used. Notice that mixture of linear experts in this
example are capable of modeling non-linear condition distribution.
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Figure 3.23:Mixture of kernel regressors example.A special case of the Mixture of Experts (MoE) model,
mixture of kernel linear regressors, is illustrated. The training data, consisting of 1D input (alongx-axis)
and 1D output (alongy-axis) paired samples, is illustrated in (a). Learned model consisting of a mixture of
M = 2 regressors is illustrated in (b, c, d), where (b) illustrates samples drawn from the model (in magenta);
(c) and (d) individual kernel regressor experts and corresponding gates as a function of the input. Point
predictions for the range of inputs using the learned model are illustrated in (c) and (d). In (c) weighted
prediction corresponding to the conditional expectation in Eq. 3.116 is shown; color designates contribution
of individual experts towards the solution. Finally, in (d) prediction based on the most probable expert are
shown for the range of inputs; color designates the expert used. Notice that while point estimates cannot deal
well with multimodal predictions, mutlimodality is correctly encoded by the model (see (b)).
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Figure 3.24:Mixture of kernel regressors example.A special case of the Mixture of Experts (MoE) model,
mixture of kernel linear regressors, is illustrated. The training data, consisting of 1D input (alongx-axis)
and 1D output (alongy-axis) paired samples, is illustrated in (a). Learned model consisting of a mixture
of M = 3 regressors is illustrated in (b, c, d), where (b) illustrates samples drawn from the model (in
magenta); (c) and (d) individual kernel regressor experts and corresponding gates as a function of the input.
Notice that different experts have different variances estimated according to the corresponding data. Point
predictions for the range of inputs using the learned model are illustrated in (c) and (d). In (c) weighted
prediction corresponding to the conditional expectation in Eq. 3.116 is shown; color designates contribution
of individual experts towards the solution. Finally, in (d) prediction based on the most probable expert are
shown for the range of inputs; color designates the expert used.
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p(X|Y, θ) =

M∑

m=1

δmN (Y|µm,Σm)
M∑

i=1

δiN (Y|µi,Σi)

N (X|βmY,Λm)

︸ ︷︷ ︸

Gate: pg(Z|Y, θg)

︸ ︷︷ ︸

Expert: pe(X|Y, Z, θe)

(3.118)

where parameters of the gates,θg = {δm, µm,Σm|m ∈ [1, ...,M ]}, and experts,θe = {βm,Λm|m ∈
[1, ...,M ]}, are easily derived from the joint in Eq. 3.117. Full proof ofthis is given in [207]. Hence, to

learn this restricted form of the Mixture of Experts (MoE) model it is sufficient to learn the Mixture of

Gaussians (MoG) representation of the joint with the numberof mixture component,M , equal to the number

of experts required. The MoE model can then be obtained from the Mixture of Gaussians using simple

analytic computations.



CHAPTER 4

Graphical Object Models

The previous chapter introduced the general mathematical and computational tools used in this thesis. In

this chapter we leverage these tools to address the problem of object detection and tracking. In doing so we

introduce a novel probabilistic framework for automatic component-based detection and tracking of generic

objects in images and/or video. By combining object detection with tracking in this unified framework we can

achieve a more robust solution for both problems. Tracking can make use of object detection for initialization

and re-initialization during transient failures or occlusions, while object detection can be made more reliable

by considering the consistency of the detection over time. Modeling objects by an arrangement of image-

based (possibly overlapping) components, facilitates detection of complex articulated objects, as well as

helps in handling partial object occlusions or local illumination changes. For simplicity, in this chapter we

first introduce the proposed framework in the context of localization and tracking of simpler rigid objects; we

will then extend the proposed framework in Chapters 5 and 6 todeal with pose of more complex articulated

objects (people).

Object detection and tracking is formulated as inference ina two-layer graphical model in which the

coarse layer node(s) represent(s) the whole object and the fine layer nodes represent multiple component

“parts” of the object. Undirected edges between nodes represent learned spatial and temporal probabilistic

constraints. Each node in the graphical model corresponds to a position and scale of the component or the

object as a whole in an image at a given time instant. Each nodealso has an associated AdaBoost detector

that is used to define the local image likelihood and a proposal process.

In general the likelihoods and dependencies are not Gaussian. There are at least two reasons that can lead

to non-Gaussianity of component dependencies: (1) if there is indeed more than one mode for the statistical

relationship between components (2) if one wants to reuse parts for efficiency (e.g. for a side view of a car

we can model both tires using a single ‘tire’ component and then have a bi-modal spatial distribution for a

car position and orientation, where bi-modality will get resolved by other spatial constraints). To infer the 2D

position and scale at each node we exploit a form of non-parametric belief propagation (NBP), introduced in

Section 3.7, that uses a variation of particle filtering and can be applied over a loopy graph [99, 220].

The problem of describing and recognizing categories of objects (e.g. faces, people, cars) is central to

computer vision. It is common to represent objects as collections of features with distinctive appearance,

spatial extent, and position [33, 61, 144, 235, 236]. There is, however, a large variation in how many features

one must use and how these features are detected and represented. Most algorithms rely on semi-supervised
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Figure 4.1:Variation within the class of vehicles. Three instances of vehicles are shown, with two different
types of vans on the left and middle and a smaller passenger car on the right. While vehicles shown here
have a drastically different appearance as a whole, due to the varying height and type of the vehicle, their
components, illustrated by red and green rectangles, tend to be very homogeneous and are easy to model. The
components, for convenience, are also illustrated separately to the right of each corresponding vehicle. Notice
that components corresponding to the top-left corner of a vehicle, all have distinctive90 degrees rotated ‘L’
shaped open contour structure; components corresponding to the lower portion of vehicles have a distinctive
tire profile in all cases. The relative position of these components is, however, different in each case.

learning [144, 235, 236] schemes where examples of the desired class of objects must be manually aligned,

and then learning algorithms are used to automatically select the features that best separate the images of the

desired class from background image patches. More recent approaches learn the model in an unsupervised

fashion from a set of unlabeled and unsegmented images [33, 61, 204]. In particular, Ferguset al. [61] de-

velop a component based object detection algorithm (a.k.a.constellation model) that learns an explicit spatial

relationship between parts of an object, but unlike our framework assumes Gaussian likelihoods and spatial

relationships. In addition, in [61], as in many other approaches [33, 144, 204, 236], temporal consistency is

ignored. Also, the computational complexity of the constellation model is exponential in the number of parts

encoded by the model, as opposed to the linear complexity of the model proposed here. For further details on

the constellation model and analysis of complexity please see Section 2.11.2.

In contrast to part-based representations, simple discriminative classifiers treat an object as a single im-

age region. Boosted classifiers [236], for example, while very successful tend to produce a large set of false

positives. This problem can be reduced by incorporating temporal information [235]. Discriminative classi-

fiers based on boosting, however, do not explicitly model parts or components of objects. Such part-based

models are useful in the presence of partial occlusions, out-of-plane rotation and/or local lighting variations

[59, 144, 249]. Part- or component-based detection is also capable of handling highly articulated objects,

for which a single appearance model classifier may be hard to learn. An illustration of the usefulness of

component-based detection for vehicles is shown in Figure 4.1.

Murphyet al. [152] also use graphical models in the patch-based detection scheme. Unlike our approach

they do not incorporate temporal information or explicitlyreason about the object as a whole. Also closely

related is the work of [157] which uses AdaBoost for multi-target tracking and detection. However, their

Boosted Particle Filter [157] does not integrate component-based object detection and is limited to temporal

propagation in only one direction (forward in time). In contrast to these previous approaches we combine

techniques from discriminative learning, graphical models, belief propagation, and particle filtering to achieve

reliable multi-component object detection and tracking.
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4.1 AdaBoost

AdaBoost[67] is a supervised machine learning procedure, that givena set of positive and negative example

patterns (in our case image regions [236]), learns a binary classification function for the two classes. More

recently AdaBoost formulation has been extended to multi-class classification [223] problems. In general,

AdaBoost is an algorithm that is used toboostclassification performance of a simple classifier. This is

achieved by combining a collection of weak classifiers to form a (better) strong classifier. A weak classifier

(a.k.a. weak learner) is a classification function that is not expected to classify the data well even with the

best choice of features and parameters. For boosting to work, however, the weak classifier is expected to

perform better than chance classification (i.e. classify a given image pattern correctly more then50% of the

time). Often weak classifiers are chosen to be simple functions that operate on individual features; AdaBoost

is then used to both select the features and train the classifiers based on these features.

The AdaBoost learning procedure works as follows. First, the feature and the weak classifier based on

this feature are selected to ensure the best possible separation between positive and negative examples. After

this first round of boosting, the examples are re-weighted to emphasize those that were misclassified by the

selected weak classifier. The secondround of boostingthen selects a weak classifier that performs better on

the examples that were misclassified. This can be repeated forK rounds, producing the final strong classifier

that is the weighted sum of the responses from theK weak classifiers selected along the way. The relative

weighting of the weak classifiers is also estimated, based onthe misclassification error.

There are relatively strong guarantees for AdaBoost learning. It has been shown that training error of the

strong classifier approaches zero exponentially in the number of boosting rounds [188]. Theoretic bounds

on generalization can also be found in [188]. In particular,Schapireet al. [188] proved that AdaBoost

aggressively reduces the margin of the decision boundary (since it concentrates on examples with smallest

margin). It has also been shown theoretically [66] that AdaBoost will overfit if run for too many boosting

rounds. It is worth mentioning that there is a strong connection between the theoretic results obtained for

boosting and the support-vector machines introduced by Vapnik [229, 230] and others. We refer the reader to

[188] for more details on theoretic guarantees of AdaBoost.

The conventional AdaBoost procedure can be interpreted as agreedy feature selection process. In the

more generalboostingframework, the goal is to combine a large set of classification functions using a

weighted majority vote. The challenge is to associate the set of good classification functions with large

weights and conversely the set of poor classification functions with zero or negligible weights. AdaBoost is a

greedy mechanism for selecting a small set of good classification functions (or features) that in combination

can be used to classify relatively complex patterns.

AdaBoost performs well when the classification functions are simple, and tends to have little or no benefit

(due to overfitting) when the classification functions are complex and can deal with classification task effec-

tively by themselves. Because of this often in AdaBoost simple classifiers that are functions of individual

features are used. For the purposes of this thesis we will useweak classifiers similar to the ones introduced

in [236]. We define a weak classifierhj(I) that consists of a featurefj(I) computed on the sub-window of

the imageI as

hj(I) =







1 if pj
βj

√

[fj(I)]
βj < pjθj

0 otherwise
(4.1)
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Figure 4.2: AdaBoost filters. AdaBoost features are obtained by convolving the image withthe Haar-
wavelet-like filters, illustrated above, at a given image location(x, y) and scale(w, h).

wherepj is the polarity indicating the direction of inequality, andβj ∈ [1, 2] is a parameter allowing for

a symmetric two sided pulse classification. The featurefj(I) is computed by convolving the sub-window1

of the imageI with the delta function over the extent of a spatial template. An over-complete set of spatial

templates are defined based on the canonical Haar-wavelet-like features shown in Figure 4.2.

Given a set of labeled patterns the AdaBoost procedure learns a weighted combination of weak classifiers

defined by Eq. (4.1),

h(I) =

K∑

k=1

αkhk(I), (4.2)

whereI is an image, andhk(I) is the weak classifier chosen for the roundk of boosting, andαk is the

corresponding weight. The full AdaBoost procedure is outlined in Algorithm 7. The output of the AdaBoost

classifier is a confidenceh(I) that the given patternI is of the desired class. It is customary to consider

an object present ifh(I) ≥ 1
2

∑K
k=1 αk. In the context of this thesis we use AdaBoost not to classify

individual image patterns, but instead to define a rich discriminative likelihood for the patterns as will be

further described in Section 4.2.3.

4.1.1 Bootstrapping

The performance of the AdaBoost procedure described in the previous section depends on the positive and

negative sets of examples with which the classifier is trained. While collecting good positive examples is at

least in principle simple (by supervised labeling), collecting good negative examples is harder. Particularly

because the good negative examples we are after are those that visually resemble the object of interest, with

respect to the features chosen. Such negative examples willemphasize the distinctions between the object

and non-object classes leading to better performance and lower false positive rates (that are common with

AdaBoost). In addition, the number of negative examples must be comparable to the number of positive

examples collected, to reduce classification bias.

Bootstrappingis an effective iterative two-stage procedure for collecting negative examples. First, a

preliminary set of negative examples is collected at randomfrom a set of images that do not contain the object.

Based on this preliminary negative set and labeled positiveset, a classifier is learned using the AdaBoost

algorithm outlined in Section 4.1. This classifier is then run over a collection of images that do not contain

the object of desired class. A fixed set of regions that give high response are then collected and amended to

1The notation used for features,fj(I), is somewhat of a shorthand. In practice,j ranges over the types of spatial templatesb ∈
[1, ...,8] (see Figure 4.2), possible discrete locations,(x, y), where the template can be applied within an imageI and the discrete scale
of the template,(w,h). Hence,j ∈ [b, x, y, w, h]T , leading to a large collection of features (typically tens or hundreds of thousand).
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Input: Example greyscale imagesxi ∈ R
dw×dh with associated binary labelsyi ∈ {0, 1}

(i.e.N labeled image patters{(x1, y1), (x2, y2), ..., (xN, yN )})
Output: Strong classifier,h(x), capable of classifying a greyscale imagex ∈ R

dw×dh ,
wheredw is the width anddh the height of the image in question.

1. Initialize weightsw1,i = 1
2m ,

1
2l for positive and negative examples respectively, wherem is

the total number of positive examples (yi = 1) and l is the total number of negative examples
(yi = 0).

2. For each round of boostingk = 1, ..., K

(a) Normalize the weights for all patternsi ∈ [1, ..., N ],

wk,i =
wk,i

N∑

j=1

wk,j

(4.3)

(b) For each feature,j, train a weak classifierhj(I) of the form:

hj(I) =

{

1 if pj
βj

√

[fj(I)]
βj < pjθj

0 otherwise
(4.4)

Also, compute the error of classification with respect to theweighted set of examples,

ǫj =

N∑

i=1

wk,i|hj(xi) − yi|. (4.5)

(c) Choose classifierhk(x) with the lowest errorǫk.

(d) Update weights for all examplesi ∈ [1, ...,N ] to give higher weight to misclassified exam-
ples,

wk+1,i = wk,i

[
ǫk

1− ǫk

]1−ei

(4.6)

whereei = 0 if the examplexi was classified correctly andei = 1 otherwise.

3. The final strong classifier is defined as follows:

h(I) =







1 if
K∑

k=1

αkhk(I) ≥ 1
2

K∑

k=1

αk

0 otherwise
(4.7)

whereαk = log 1−ǫk
ǫk

.

Algorithm 7 : AdaBoost Classifier Learning.

the old negative set. A new classifier can then be learned based on the new augmented negative set and the

old positive set of examples. As this process is iterated, with every iteration of bootstrapping, the negative

examples become more alike the object. This is effective, however, if the number of bootstrapping iterations

is high, an inverse effect can be achieved. In particular, asthe negative examples become very similar to

the images of the object, the decision boundary between the two classes becomes poorly defined. It can be

empirically shown that the classification error of weak classifiers approaches 50% as the negative examples
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Input: Example positive greyscale imagesx(p) = {x(p)
i |i ∈ [1, ..., Np]}, x(p)

i ∈ R
dw×dh .

Set of greyscale images that do not contain the objectξ = {ξ1, ξ2, ...}
Output: Strong classifier,h(x), capable of classifying agreyscale imagex ∈ R

dw×dh ,
wheredw is the width anddh the height of the image in question.

1. Randomly select a set ofNn,1 negative images,x(n,1) = {x(n,1)
i |i ∈ [1, ..., Nn,1]}, from ξ.

2. For each bootstrap iterationm = 1, ...,M

(a) Let negative set of examples bex(n) = {x(n,i)|i ∈ [1, ..., m]}, where the total number of

negative examples isNn =
m∑

i=1

Nn,i. For convenience, we also can refer to the individual

elements of the negative set using the following notationx
(n)
i , wherei ∈ [1, ..., Nn].

(b) Train AdaBoost strong classifierh(x) based on the following examples:

{(x(p)
1 , 1), ..., (x

(p)
Np
, 1), (x

(n)
1 , 0), ..., (x

(n)
Nn
, 0)} (4.8)

using procedure outlined in Algorithm 7.

(c) Run classifierh(x) on images inξ and obtain a set,

x(n,m+1) = {x(n,m+1)
i |i ∈ [1, ..., Nn,m+1]}, (4.9)

of Nn,m+1 false positives.

3. Return the last trainedh(x).

Algorithm 8 : Bootstrap Learning of AdaBoost Classifier.

become more like the object of interest, and therefore boosting stops being effective in practice. The full

bootstrap procedure is outlined in Algorithm 8.

4.2 Graphical Object Models

In our framework we model an object using a spatio-temporal undirected graphical model. Each node in the

graph represents either the object or a component of the object at timet. Nodes have an associated state

vectorX = [x, y, s]T ∈ R
3 defining the component’s real-valued position,(x, y), and scale,s, within an

image. The joint probability distribution for this spatio-temporal graphical object model withN components

and overT frames can be written as:

p(XO
1 ,X

C1
1 ,XC1

1 , ...,XCN
1 , ......,XO

T ,X
C1

T ,XC1

T , ...,XCN
T , I1, ..., IT) = (4.10)

1
Z

T∏

t=2

ψ(XO
t ,X

O
t−1)

︸ ︷︷ ︸

Temporal Prior

∏

ti

ψi(X
O
t ,X

Ci
t )
∏

tij

ψij(X
Ci
t ,X

Cj
t )

︸ ︷︷ ︸

Spatial Prior

∏

t

φ(XO
t , It)

∏

ti

φi(X
Ci
t , It)

︸ ︷︷ ︸

Image Likelihood

whereXO
t andXCi

t is the state of the object,O, and object’sn-th component,Ci, at timet respectively (i ∈
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[1, ..., N ]andt ∈ [1, ..., T ]);ψ(XO
t ,X

O
t−1) is the temporal compatibility of object state between frames t and

t− 1; ψi(X
O
t ,X

Ci
t ) is the spatial compatibility of the object and it’s components at framet; ψij(X

Ci
t ,X

Cj
t )

is the spatial compatibility between object components at framet; andφ(XO
t , It) andφi(X

Ci
t , It) denote the

local likelihoods for the object and component states respectively, whereIt corresponds to the image at time

t. Notice that we assume stationary likelihoods and priors,i.e. likelihood functions and priors do not change

over time.

Notice that since our component and the object image regionsare not independent the above formulation

is only an approximation. However, since the overlap tends to be small and the features that operate in the

different regions tend to be different (selected independently using AdaBoost procedure), this approximation

works well in practice.

Our framework can be viewed as having five distinct components: (i) a graphical model, (ii ) an inference

algorithm that provides the ability to infer a state of each node in the graph, (iii ) a local evidence distribution

(or image likelihood), (iv) a proposal process for some or all nodes in a graphical model, and (v) a set of

spatial and/or temporal constraints corresponding to the edges in a graph. We will now discuss each one of

these in turn.

4.2.1 Building the Graphical Model

In a single frame we represent objects using a two-layer spatial graphical model. The fine, component, layer

contains a set of loosely connected “parts.” The coarse, object, layer corresponds to an entire appearance

model of the object and is connected to all constituent components. Examples of such models for pedestrian

and vehicle detection are shown in the shaded regions of Figure 4.3 (a) and (b) respectively. In both cases

objects are modeled using four overlapping image components. For the vehicle, the components are: top-left

(TL), top-right (TR), bottom-right (BR) and bottom-left (BL) corners; while for the pedestrian, they are:

head (HD), left arm (LA), right arm (RA) and legs (LG). The corresponding image regions are illustrated in

Figure 4.3 (left) in both cases.

To integrate temporal constraints we extend the spatial graphical models over time to an arbitrary length

temporal window. The resulting spatio-temporal graphicalmodels are shown in Figure 4.3 (a) and 4.3 (b).

Having a two-layer graphical model, unlike the single component layer model of [197], allows the inference

process to reason explicitly about the object as a whole, as well as helps reduce the complexity of the graphical

model, by allowing the assumption of the conditional independence of components over time given the overall

object pose. Alternatively, one can also imagine building asingle object layer model, which would be similar

to the Boosted Particle Filter [157] (with bi-directional temporal constraints). Hence, the proposed model can

be interpreted as an extension of [157].

Depending on an object one may or may not have a likelihood or aproposal process for the object layer

nodes. For example, if the whole appearance is indeed too complicated to model as a whole (e.g.arbitrary

size vehicles) and can only be modeled in terms of components, we can simply assume uniform likelihood

over the entire object state space. In such cases the second,object, layer nodes simply fuse the component

information to produce estimates for the object state that are consistent over time.
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4.2.2 Learning Spatial and Temporal Constraints

Each undirected edge between componentsi andj has an associated potential functionψij(X
Ci
t ,X

Cj
t ) =

ψji(X
Cj
t ,XCi

t ) that encodes the compatibility between pairs of node states. Similar potentials are defined be-

tween the components and the object,ψi(X
O
t ,X

Ci
t ), and across time,ψ(XO

t ,X
O
t−1). Since in our framework

the state space for the object and components is one and the same, we also make no distinction between the

different potential functions. In this section we formulate potentials for the components, but same equations

apply toψi(X
O
t ,X

Ci
t ) andψ(XO

t ,X
O
t−1).

The potentialψij(X
Ci
t ,X

Cj
t ) is modeled using a robust mixture ofMij Gaussians, which gives a convi-

nent form for the conditional distributions,

ψij(X
Ci
t ,X

Cj
t ) = λ0N (X

Cj
t ;µij,Λij) + (1− λ0)

Mij∑

m=1

δijmN (X
Cj
t ;Fijm(XCi

t ), Gijm(XCi
t ))

whereλ0 is a fixed outlier probability,µij and Λij are the mean and covariance of the Gaussian outlier

process, andFijm(·) andGijm(·) are functions that return the mean and covariance matrix respectively of the

m-th Gaussian mixture component;δijm is the relative weight of an individual component and
∑Mij

m=1 δijm =

1. For experiments in this chapter we usedMij = 2 mixture components.

Given a set of labeled images, where each component is associated with a single reference point, we use

standard iterative Expectation-Maximization (EM) algorithm (see details in Section 3.4.2) with K-means ini-

tialization to learnFijm(·) andGijm(·) directly (a discussion on learning conditionals directly versus deriving

them analytically from joint distribution encoded by the potential function can be found in Section 5.3.1) of

the form:

Fijm(Xi) = Xi +

[

µx
ijm

µs
ijm

,
µy

ijm

µs
ijm

, µs
ijm

]T

(4.11)

Gijm(Xi) =







σ2
x,ijm 0 0

0 σ2
y,ijm 0

0 0 σ2
s,ijm







T

(4.12)

whereµx
ijm, µy

ijm, µs
ijm is the mean position and scale of component or objectj relative toi. Gijm(·) is

assumed to be diagonal matrix, representing the variance inrelative position and scale. Examples of the

learned conditional distributions can be seen in Figure 4.4(a), (b), and (c).

4.2.3 AdaBoost Image Likelihoods

The likelihood,φi(X
Ci
t , It) models the probability of observing the image regionIt conditioned on the state

X
Ci
t of the componenti, and ideally should be robust to partial occlusions and the variability of image

statistics across many different inputs. To that end we build our likelihood model using a boosted classifier.

As with potentials, we make no explicit distinction betweencomponent,φi(X
Ci
t , It), and object,φ(XO

t , It),

likelihoods.
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(a)

(b)

Figure 4.3:Graphical models for the pedestrian and vehicle detection and tracking. Graphical models
for the vehicle and pedestrian objects are illustrated in (a) and (b) respectively. The graphical structure for the
model is shown on the right; corresponding color coded imagecomponents are illustrated on the left. Entire
appearance model in both cases is in cyan, the components arein red, yellow, blue and green. The shaded
region of the model on the right corresponds to a single framemodel that can be used for object detection in
an image. Spatio-temporal models are obtained by replicating this spatial model along the temporal domain
to aw-length window and then connecting the object layer nodes across time. The resulting spatio-temporal
models are able to both detect and tract the corresponding objects in video.

Following the framework described in Section 4.1 we train boosted detectors,hCi(I), for each component

Ci, i ∈ [1, ..., N ], and the corresponding overall object appearance,hO(I), where appropriate. For simplicity

we use AdaBoost [236] without a cascade (training with a cascade would likely improve the computational

efficiency of the system). In order to reduce the number of false positives produced by the detectors, we use a

bootstrap procedure that iteratively adds false positivesthat are collected by running the trained strong clas-

sifier over the set of background images (not containing the desired object) and then re-training the detectors

using the old positive and the new extended negative sets. Examples of the positive and negative samples and

the resulting features selected by the AdaBoost learning for components of pedestrian graphical object model
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(a) (b) (c)

Figure 4.4:Modeling spatial constraints. Illustrated are learned conditional distributions from (a) Bottom-
Left (BL) to Top-Left (TL) component, (b) Bottom-Left (BL) to the whole appearance model, and (c) whole
appearance model to the Bottom-Left (BL) component of the vehicle. In each case the conditional distribution
is visualized by conditioning on one of the parts and sampling location and scale for the other part based on
the corresponding learned distribution.

can be seen in Figures 4.5–4.8.

The output of the AdaBoost classifier for each componentCi is a confidencehCi(I
t,X

Ci
t

) that the given

image patternI
t,X

Ci
t

(obtained by selecting portion of the imageIt according to the hypothesized stateX
Ci
t )

is of the desired class (see Section 4.1). We convert this confidence into a likelihood function by first normal-

izing theαk’s, so thathCi(I
t,X

Ci
t

) ∈ [0, 1], and then exponentiating

φi(X
Ci
t , It) = φi(It|XCi

t ) ∝ exp

[
hCi(I

t,X
Ci
t

)

T

]

. (4.13)

Similarly, for the entire object likelihood, where appropriate,

φ(XO
t , It) = φ(It|XO

t ) ∝ exp

[

hO(It,XO
t
)

T

]

, (4.14)

whereT is a temperature parameter that controls the smoothness of the likelihood function, with smaller

values ofT leading to a more peaked distribution. Similar likelihoodscan be derived for object nodes as

well where appropriate. Consequently we can also anneal thelikelihood by deriving a schedule with which

T changes. We found an exponential annealing scheduleT = T0υκ, whereT0 is the initial temperature,

υ is a fraction∈ (0, 1), andκ is the annealing iteration, to work well in practice. AdaBoost classifiers are

learned using a database of 861 vehicles and 662 pedestrians[144]. The number of negative examples after

bootstrapping tends to be on the order of 2000 to 3000.

Depending on an object one may or may not have a likelihood or aproposal process for the object

layer nodes. For example, if the whole appearance of an object is indeed too complicated to model as a

whole (e.g.arbitrary size vehicles) and can only be modeled in terms of components, we can simply assume a

uniform likelihoodover the entire state space. In such cases the object layer nodes simply fuse the component

information to produce estimates for the object state that are consistent over time.

Note that while our state space is continuous, the AdaBoost likelihood can only be evaluated at discrete
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(a)

(b)

(c)

Figure 4.5:AdaBoost detector for the head.Typical positive and negative examples are shown in (a) and
(b) respectively. All positive examples were selected in a supervised fashion and scaled to a canonical size
of 32× 32 pixels. Negative examples were picked at random from a set ofstreet images that did not contain
people. The negative set was then refined using bootstrap procedure. The features selected by AdaBoost,
overlaid on an example image of the head, are shown in (c). The final strong classifier learned consisted of
50 features shown in (c) weighted by correspondingαk’s (not illustrated).
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(a)

(b)

(c)

Figure 4.6:AdaBoost detector for the left side of an upper body.Typical positive and negative examples
are shown in (a) and (b) respectively. All positive examples were selected in a supervised fashion and scaled
to a canonical size of28×60 pixels. Negative examples were picked at random from a set ofstreet images that
did not contain people. The negative set was then refined using bootstrap procedure. The features selected
by AdaBoost, overlaid on an example image of the upper body, are shown in (c). The final strong classifier
learned consisted of50 features shown in (c) weighted by correspondingαk’s (not illustrated).
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(a)

(b)

(c)

Figure 4.7:AdaBoost detector for the right side of an upper body.Typical positive and negative examples
are shown in (a) and (b) respectively. All positive examples were selected in a supervised fashion and scaled
to a canonical size of28×60 pixels. Negative examples were picked at random from a set ofstreet images that
did not contain people. The negative set was then refined using bootstrap procedure. The features selected
by AdaBoost, overlaid on an example image of the upper body, are shown in (c). The final strong classifier
learned consisted of50 features shown in (c) weighted by correspondingαk’s (not illustrated). Notice that
the first feature selected is symmetric to the one chosen by the left side detector in Figure 4.6.
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(a)

(b)

(c)

Figure 4.8: AdaBoost detector for the lower body. Typical positive and negative examples are shown
in (a) and (b) respectively. All positive examples were selected in a supervised fashion and scaled to a
canonical size of36 × 60 pixels. Negative examples were picked at random from a set ofstreet images that
did not contain people. The negative set was then refined using bootstrap procedure. The features selected
by AdaBoost, overlaid on an example image of the lower body, are shown in (c). The final strong classifier
learned consisted of50 features shown in (c) weighted by correspondingαk’s (not illustrated).



111

pixel positions. To enable sub-pixel accuracy one can use interpolation. In addition, it may be prohibitively

expensive to compute the likelihood due to need for scaling imposed by the continuous scale space. In prac-

tice we discretized the scale space, and use bi-cubic interpolation to approximate the continuous likelihood

function. This is done by precomputing the likelihood for each pixel at a set of scales and interpolating, using

bi-cubic interpolation, a likelihood for any continuous stateXi.

4.2.4 Inference using Belief Propagation

Inferring the state of the object and its components in our framework is defined as estimating belief in a

graphical model. We use Particle Message Passing describedin detail in Section 3.7 to deal with this task.

The approach is a generalization of particle filtering [54] which allows inference over arbitrary graphs rather

then a simple chain. In this generalization the “message” used in standard belief propagation is approximated

with a kernel density (formed by propagating a particle set through a mixture of Gaussians density), and

the conditional distribution used in standard particle filtering is replaced by product of incoming messages.

Most of the computational complexity lies in sampling from aproduct of kernel densities required for mes-

sage passing and belief estimation; we use efficient sequential multiscale Gibbs sampling and epsilon-exact

sampling [95] to address this problem.

Individual messages may not constrain a node well, however,the product over all incoming messages into

the node tends to produce a very tight distribution in the state space. For example, any given component of a

vehicle is incapable of estimating the height of the vehiclereliably, however, once we integrate information

from all components in the object layer node, we can get a veryreliable estimate for the overall object size.

More formally a messagemij is written as

mij(Xj) =

∫

ψij(Xi,Xj)φi(Xi)
∏

k∈Ai\j

mki(Xi)dXi, (4.15)

whereAi is the set of neighbors of nodei andφi(Xi) ≡ φi(Xi, Ii) is the local evidence (or likelihood)

associated with the nodei, andψij(Xi,Xj) is the potential designating the compatibility between thestates

of nodei andj. The details of how the message updates can be carried out by stratified sampling from belief

and proposal function see Section 3.7.

While it is possible and perhaps beneficial to perform inference over the spatio-temporal model defined

for the entire image sequence, there are many applications for which this not an option due to the lengthy off-

line processing required. Hence, we use aw-frame windowed smoothing algorithm wherew is an odd integer

≥ 1 (see Figure 4.3). There are two strategies one can employ when performing windowed smoothing in the

proposed framework: (1) object-detection centric strategy or a (2) tracking-centric strategy. In the former

we re-initialize all nodes every time we shift a window, hence the inference is memoryless and temporal

integration is only applied within the window of sizew. In the latter we only initialize the nodes associated

with a new frame; this tends to enforce temporal consistencyfrom beforet− (w− 1)/2. While the tracking-

centric strategy tends to converge faster and produce more consistent results over time, it is also less sensitive

to objects entering and leaving the scene. Note that withw = 1, the algorithm resembles single frame

component-based fusion [249].

The BP message update equation can be executed either by updating all the massagesmij in a batch

or by updating certain messages before others. The latter, also called focused message updating [44], can
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significantly speed up BP given somea priori knowledge of the object model. For example, if an object layer

node of the graph has no associated likelihood or proposal process (as is in our car model), then it would

make sense to update the incoming messages to it before updating the outgoing ones. For generality and

ease, we choose not to do focused message updating here.

4.2.5 Proposal Process

To reliably detect and track the object, non-parametric BP makes use of a bottom-up proposal process, that

constantly looks for and suggests alternative hypothesis for the state of the object and components. We model

the proposal distribution using a weighted particle set. Toform a proposal particle set for a component, we

run the corresponding AdaBoost detector over an image at a number of scales to produce a set of detection

results that score above the12
∑K

k=1 αk threshold. The weight for these particles is set to be proportional

to the likelihood. While this set tends to be manageable for the entire appearance model, it is usually large

for non-specific component detectors (a few thousand locations can easily be found in any given image). To

reduce the dimensionality we only keep the topP scoring detections, whereP is on the order of a100 to200.

To achieve breadth of search we importance sample particlesfrom the proposal using a uniform distribution.

4.3 Experiments

We tested the proposed approach on a set of images collected with a single car-mounted grayscale camera.

As mentioned in Section 4.2.3 we trained the AdaBoost likelihoods off-line using a database of861 vehicles

collected by ourselves and662 pedestrians taken from [144]. In both cases, testing imageswere collected

using a different camera, under different imaging conditions and in different location from those in the train-

ing set. Hence, none of the test images appeared in the training set. To normalize the size and location of

components for training we manually labeled a set of (4–5) landmark points corresponding to a target object

and components in each training image.

4.3.1 Multi-frame Single Target Detection and Tracking

The result of vehicle detection and tracking over a sequenceof 55 consecutive frames can be seen in Fig-

ure 4.9. A3-frame spatio-temporal object model was used and was shifted, using tracking-centric strategy,

discussed in Section 4.2.4, over time. The position and scale of components and the object as a whole are

shown in the respective colors. In Figure 4.9 (a) a set of considered proposals for the components and object

as a whole are shown. Neither of these proposal processes areable to reliably locate the object. By com-

bining the proposals from various components using our inference framework, we are able to reliably and

consistently detect and localize the object, and its parts.We ran BP with30 particles for10 iterations at every

frame. For comparison, we implemented a simple fusion scheme that blindly averages the best detection

result from each of the four components (Figure 4.9 (b) ‘Best Avg.’) to produce an estimate for the vehicle

position and scale independently at every frame. The performance of the simple fusion detection is very poor

suggesting that the noisy component detectors often do not have the global maximum at the correct position

and scale. In contrast, the spatio-temporal object model consistently combines the evidence for accurate

estimates throughout the sequence.
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(a)
(TL ) (TR) (BR) (BL ) (0bject)

(b)
(Best Avg) (Components) (Object)

Figure 4.9:Vehicle component-based spatio-temporal object detection and tracking. (a) shows the ini-
tialization/proposal distribution, and (b) 30 samples taken from the belief for each of the four components
(middle) and an object (right). The detection and tracking was conducted using a 3-frame smoothing win-
dow. Frames2 through52 are shown (top to bottom respectively) at 10 frame intervals. For comparison (b)
(left) shows the performance of a very simple fusion algorithm, that fuses the best result from each of the
components by blind averaging.
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(a)

(b)
(HD) (LA ) (RA) (LB ) (Object)

(a)

(b)
(Components) (Object)

Figure 4.10:Pedestrian component-based spatio-temporal object detection for two subjects (a) and (b);
(top) shows the initialization/proposal distribution, and (bottom)30 samples taken from the belief for each
of the four components and the object. The detection was conducted using a3-frame temporal smoothing
window.

The performance of the pedestrian spatio-temporal detector is shown in Figure 4.10. A3-frame spatio-

temporal object model is run at a single instance in time for two pedestrians in two different scenes. Similar

to the vehicle detection we run BP with30 particles for10 iterations. For both experiments the initial tem-

perature of the likelihood was fixed atT0 = 0.2.

4.3.2 Single Frame Multi-target Detection

While in general the algorithm presented here is capable of detecting multiple targets, by converging to multi-

modal posterior distributions for components and objects,in practice this tends to be very difficult. It is well

known that particle filters have problems tracking multimodal distributions [157]. This framework that further

extends particle filtering, and requires message update routine to take products over particle sets, makes this

problem even more apparent. We postulate that given a large number of particles this can be done, but would

be prohibitively expensive. Instead we use a peak suppression scheme, where we look for the modes of the

posterior one at a time, and suppress the response of our likelihood function in the regions where peaks have

already been found. An example of this that is produced by running a purely spatial graphical model over the

image is shown in Figure 4.11.
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Figure 4.11:Multiple target detection. Example of detecting multiple instances of a vehicle objectin the
same image is shown. The greedy approach employed detects individual instances of vehicle class (8 in total)
by searching for each instance in succession. Once detected, the most prominent mode of the posterior (red)
is labeled as a detection, and the associated image evidenceare suppressed from consideration in the future
runs. The modes that correspond to instances with highest confidence are found in early stages of this greedy
search strategy as is designated by the labels. For further discussion please see text.

In Figure 4.11 vehicle detection was administered8 times in succession. After each run the most promi-

nent mode, shown in red, of the resulting object posterior distribution was labeled as an instance of the vehi-

cle object and image evidence in the corresponding region were suppressed for subsequent detections. This

scheme tends to pull out instances of the object class that have high confidence first, followed by instances

where confidence is lower. This can be seen from the labels assigned to the object instances in Figure 4.11.

For the example shown, we manually choose the number of objects expected (8), however, this can be done

automatically as well by looking at the overall likelihood for the given object instance. Notice, that we are

able to quite reliably pull out all6 real instances of the object at roughly correct position andscale; we also

pull out two false positives. The false positive labeled ‘6’, which corresponds to the blemish on the wind-

shield of the car recording the scene, indeed looks very similar to the back of the car profile at a much smaller

scale. In both cases, the false positives had a much lower confidence then real instances as is illustrated by

the labels given by our greedy search algorithm. Lastly, it is also worth noting that we observed that our

approach that explicitly encodes the spatial relationships between components is better capable of handling

variations in orientation of the object (see various instances of detected cars in Figure 4.11).

4.4 Conclusion and Discussion

In this chapter we show how the mathematical tools presentedin the previous chapter can be leveraged to

build a class of models for generic object detection and localization. Experiments presented in this chapter are

a proof of concept that continuous-state graphical models provide effective means of modeling and drawing

inferences about objects in a visual detection task. Presented architecture can be interpreted as an extension of

the constellation model [61], where the spatial constraints are non-parametric rather then Gaussian. However,

we believe that the true power of the architecture presentedhere is that it can be extended to deal with complex

articulated objects as will be shown in the next chapter.
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We present a novel object detection and tracking framework exploiting boosted classifiers and non-

parametric belief propagation (NBP). The approach provides component-based detection and integrates tem-

poral information over an arbitrary size temporal window. We illustrate the performance of the framework

with two classes of objects: vehicles and pedestrians. In both cases we can reliably infer position and scale

of the objects and their components.

While the proposed approach is effective in detecting and tracking generic objects in images and video,

it has two shortcomings that need to be addressed in the future: (1) it is fully supervised, and (2) it cannot

effectively deal with multi-target detection and interactions. The fully supervised nature of the algorithm

is the Achilles’ heel of the proposed approach. Clearly means of automatically learning the structure and

parameters of graphical object models from weakly labeled or un-labeled data is necessary to make it widely

applicable to generic object detection and localization. Doing this manually, as is done in this chapter, will

not scale to large sets of complex models for which expert knowledge may not be available. The greedy

approach developed here for multi-target detection, whileeffective, requires multiple runs of the basic algo-

rithm, resulting in complexity that is linear in the number of object instances. Ideally, a better solution that

can jointly estimate all instances and is sub-linear in the number of such instances can be developed. One

way of addressing this would be by explicitly maintaining multi-modal predictions for the posterior/beliefs

and messages in in the NBP framework, either using mixture tracking [233] and/or hybrid MCMC methods.



CHAPTER 5

Loose-limbed Body Model

In this chapter we present a fully automatic method for estimating the pose and tracking the human body in

3D. We introduce a novel representation for modeling the body that we callloose-limbed body model. This

new model, in which limbs are connected via learned probabilistic constraints, facilitates initialization and

failure recovery. The tracking and pose estimation problemis formulated as one of inference in a graphical

model and belief propagation is used to estimate the pose of the body at each image frame. Each node in the

graphical model represents the 3D position and orientationof a limb (Figure 5.1). Undirected edges between

nodes represent statistical dependencies and these constraints between limbs are used to form messages that

are sent to neighboring nodes in space and time. Additionally, each node has an associated likelihood defined

over a set of image features. The combination of highly non-Gaussian likelihoods and a six-dimensional

continuous parameter space (3D position and orientation) for each limb makes standard belief propagation

algorithms infeasible. Consequently we exploit a form of non-parametric belief propagation [99, 220] that

uses a variation of particle filtering and can be applied overa loopy graph, initially described in Section 3.7

and used for generic object detection and tracking in the previous chapter.

There are a number of significant advantages to this approachas compared to traditional methods for

tracking human motion. Most current techniques model the body as a kinematic tree in 2D [111], 2.5D [34],

or 3D [30, 52, 193, 210] leading to a high-dimensionalparameter space (25–50 dimensions is not uncommon).

Searching such a high-dimensional space directly is impractical and so current methods typically rely on

manual initialization of the body model. Additionally, they often exploit strong priors characterizing the

types of motions present. When such algorithms lose track (as they eventually do), the dimensionality of the

state space makes it difficult to recover.

While the full body pose is hard to recover directly, the location and pose of individual limbs is much

easer to compute. Many good face/head detectors exist [20, 115, 236] and limb detectors have been used

for some time (e.g. [20, 147, 173, 187]). The approach we take here can use bottomup information from

feature detectors of any kind and consequently should generalize to a rich variety of input images. In our im-

plementation we exploit background/foreground separation and color coherency for computational simplicity

but part detectors that perform well against arbitrary backgrounds are becoming standard [173, 236].

With a kinematic tree model, exploiting this partial, “bottom-up” information is challenging. If one could

definitively detect the body parts, then inverse kinematicscould be used [256] to solve for the body pose,

but in practice low-level part detectors are noisy and unreliable. The use of a loose-limbed model and belief
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Figure 5.1:Graphical model for a person. Nodes represent limbs and arrows represent statistical depen-
dencies between limbs. Black edges correspond to the kinematic constraints, and blue to the interpenetration
constraints.

propagation provides a principled framework for incorporating information from part detectors. Because the

inference algorithm operates over a general graph rather than a forward chain as in traditional particle filter

trackers, it is also straightforward to perform temporal forward–backward smoothing of the limb trajectories

without modifying the basic approach.

A loose-limbed body model requires a specification of the probabilistic relationships between joints at

a given time instant and over time. We represent these non-Gaussian relationships using mixture models

that are learned from a database of motion capture sequences. It is worth noting that these models encode

information about joint limits and represent a relatively weak prior over human poses, which is appropriate

for tracking varied human motions.

The model also requires an image likelihood measure for eachlimb. We formulate our likelihood model

based on foreground silhouette and edge features. The likelihoods for different features are defined separately

and combined using independence assumptions across views and feature types. It should be noted, however,

that our framework is general and can use any and all available features.

We test the method by tracking subjects viewed from a number (4 to 7) calibrated cameras in an in-

door environment with no special clothing. There is nothingrestricting this approach to multiple cameras

and Chapter 6 will explore its use for monocular pose-estimation and tracking. Quantitative evaluation is

performed using the HumanEva [194] dataset that contains synchronized motion capture data and multi-view

video. The motion capture data obtained using a commercial Vicon (Vicon Motion Systems Inc., Lake Forest,

CA) motion capture system serves as a “ground truth” in the quantitative comparison.

5.1 Previous Work

There has been significant work in recovering the full body pose from images and video in the last 10-15

years. The literature on the human pose estimation and tracking has been reviewed in detail in Chapter 2.

Here, for completeness, we will briefly review only the most relevant literature to motivate our model.

As was discussed in Section 2.7,discriminative approachesattempt to learn direct mapping from image

features to 3D pose from either a single image [1, 179, 181, 189, 206] or multiple approximately calibrated

views [77]. These approaches tend to use silhouettes [1, 77,179, 181] and sometimes edges [205, 206] as

image features and learn probabilistic mapping in the form of Nearest Neighbor (NN) search [189], regres-

sion [1], mixture of Baysian experts [206], or specialized mappings [179]. While such approaches are fast
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Centralized Models Disaggregated Models
Kinematic-tree Pictorial Structures Loose-Limbed Body Model

Inference Local Stochastic Search Belief Propagation Particle Massage Passing
State-space Continuous Discrete Continuous
Constraints Kinematic (simple) Kinematic Kinematic

Penetration Penetration
Occlusion Occlusion1

Temporal Temporal
Applications Tracking Pose Estimation Pose Estimation/Tracking
Model 3D/2D 2D 3D/2D1

Complexity Exponential Linear Linear

Table 5.1:Comparison of loose-limbed body model to other generative approaches. The approach pre-
sented in this chapter is illustrated in the grayed column onthe right. The loose-limbed body model approach
advocated in this thesis allows for continuous pose estimation and tracking with rich set of constraints, while
having a tractable inference complexity that is linear in the number of body-parts in the model.

and have been shown to work reliably in restricted domains, overall they tend to deal poorly with missing

or corrupt image data. Consequently, due to their discriminative nature, they tend to generalize poorly to

recovering poses that are uncommon or unaccounted for during training. Furthermore, it is hard to embed

prior knowledge into such approaches that ensures that the resulting articulations are plausible (e.g.parts of

the body are not penetrating, or joint limits are preserved).

Generative approachesare much better equipped to deal with these issues, since they attempt to model the

image generation process2. For the time being we will concentrate on relevant generative approaches in this

section; a broader discussion of related work can be found inChapter 2. Generative approaches typically rely

on a kinematic tree [139] representation of the body in 2D [111], 2.5D [34], or 3D [30, 52, 193, 210]. In such

approaches the pose is defined by a set of parameters representing the global position and orientation of the

root, usually a torso, and the joint angles representing thestate of each limb with respect to the neighboring

part higher up in the tree. Such centralized models are very expressive and are able effectively encode

prior knowledge that can both reduce the ambiguities in the observed pose and ensure that recovered pose

is to some extent realistic. The inference in these models typically amounts to generating a number of

hypothesis for the pose, and evaluating the likelihood thata given hypothesis gives rise to the image evidence

observed. Inference in such models, however, often requires stochastic search for the parameters in the high

dimensional,25-50 dimensional, state-space. Many specialized inference approaches have been developed

to reduce the exponential complexity of the search in this high-dimensional space. Such inference methods

typically take into account the structure [52, 136] of thesemodels and/or dynamics [193] of human motion.

However, none, can tractably infer the articulated pose without effective initialization that is relatively close

to the solution. For this reason, these models are particularly valuable for tracking but have little consequence

in the pose estimation task.

To address the complexity of inference in generative modelsa new class of disaggregated models has

emerged. Disaggregated models for finding or tracking articulated objects date back to Fischler and Elschlager’s

1This will be addressed in Chapter 6.

2While generative models employed for human pose and motion estimation are typically very weak (i.e. they cannot generate realistic
images of articulated human motion) they still tend to be very effective for inference.
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pictorial structures [62]. Various variations on this typeof the model in the context of articulated and generic

objects have been discussed in Sections 2.4.3 and 2.11.2 respectively. The main idea behind this class of

models is that one can model a body as a collection of independent body parts that are constrained at the

joints (ensuring proper articulated structure of the body). Based on this notion Ioffe and Forsyth [96, 97] first

find body parts and then group them into figures in a bottom-up fashion. The approach exploits the fact that

they have a discrete set of poses for parts that need to be assembled, but it prevents them from using rich

likelihood information to “co-operate” with the body modelwhen estimating the pose. Consequently this

also prevents them from effectively dealing with partial occlusions of the body.

An alternative way of formulating probabilistic disaggregated models is via undirected graphical models

described in Section 3.3. Assuming existence of conditional independencies between body parts (e.g.pose

of right arm is conditionally independent of the left given the torso), one can model the body using a corre-

sponding undirected graphical model and formulate tracking and pose estimation as inference in this graph.

Felzenszwalb and Huttenlocher [59] introduced a clever inference scheme that allowed linear3 complexity ex-

act inference in such graphical models using standard Belief Propagation. This method was then successfully

illustrated on recovering mostly frontal 2D articulated poses. Their inference algorithm, however, requires

a tree-structured topology for the graph, a particular formof potential functions (that encode connectivity

at the joints), and discretization of the state-space (see full discussion of this in Section 3.5.2). As a result,

efficency comes at the cost of expressiveness and resulting models cannot account for occlusions, temporal

constraints or long-range correlations between body parts, all of which will introduce loops into the graphical

structure; expressive joint constraints are also disallowed. Furthermore, the inference algorithm relies on the

fact that the 2D model has a relatively low-dimensional state-space for each body part, making it impractical

to scale the approach to 3D inference. While later extended to deal, to some extent, with correlations between

body parts in [122] and to jointly learn appearance in [173] the basic method still struggles with limitations

discussed above.

The loose-limbed body modelintroduced in this chapter can be viewed as the “best of both worlds”,

permitting expressiveness similar to that of kinematic tree models and allowing linear inference complexity

similar to [59]. Our method makes no explicit assumptions about the topology of conditional independence

properties of the graph (i.e. it can deal with cyclic graphs), allows for a richer class of potential functions,

and can deal with continuous pose in 3D. To achieve tractableinference, however, we resort to approximate,

instead of exact, inference using a variant of Non-parametric Belief Propagation, Particle Message Passing

(PAMPAS). The comparison with closely related prior work discussedabove is compactly summarized in

Table 5.1.

A similar approach to ours was developed at roughly the same time for articulated hand tracking by

Sudderthet al. [219]. However, in [219] authors only dealt with tracking and have not addressed the pose

estimation problem. Another closely related approach was developed more recently by Rodgerset al. [177]

for estimating articulated pose of people from range scan data. A similar in spirit approach to ours has also

been adopted in [248] for tracking a 2D human motion using a dynamic Markov network and later in [93]

using data-driven Belief Propagation. A much simplified observation model, that relied solely on silhouettes,

was adopted in [248] and their system does not deal with pose estimation. In [93] a much richer observation

model was used, but the approach is still limited to 2D pose inference in roughly frontal body orientations;

3Linear in the number of parts and exponential in the number ofdegrees of freedom for each part.
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10-part model 15-part model

Graph
Number of nodes 10 15
Number of edges

kinematic 9 14
interpenetration 4 13

Max node degree 7 8
Avg. node degree 2.6 3.6

Figure 5.2:10-part and 15-part loose-limbed body models for a person.Graphical models corresponding
to10-part and15-part model of a person are illustrated in (left) and (right ) columns respectively. In both cases
nodes represent limbs and edges represent statistical dependencies between limbs. Black edges correspond
to the kinematic constraints, and blue to the interpenetration constraints. The degree of the node is defined
as the number of edges incident on the that node. Node degree is one of the measures for corresponding
graphical model complexity.

the subject is assumed to be facing towards the camera and wearing distinct clothes. All of these methods,

while closely related, use somewhat different inference algorithms and a more direct comparison between

them merits future research.

5.2 Loose-limbed Body Model

Following the framework that we first introduced in Chapter 4the body is represented by a graphical model

in which each graph node corresponds to a body part (upper leg, torso,etc.). We test our approach with two

such models consisting of10 and15 body parts (see Figure 5.2), corresponding to a “coarse” and“fine” body

representation respectively. The latter, in addition to modeling all major limbs of the body, also models hands

and feet. The15-part model also contains a more realistic parameterization of the torso that is modeled using

2 segments (pelvis and thorax with abdomen), allowing independent twist of upper and lower body.

Each part has an associated configuration vector defining thepart’s position and orientation in 3-space.

Placing each part in a global coordinate frame enables the part detectors to operate independently while the

full body is assembled by inference over the graphical model. Edges in the graphical model correspond to

position and angle relationships between adjacent body parts in space and possibly time, as illustrated in

Figure 5.2.

To describe the body by a graphical model, we assume that variables in each node are conditionally

independent of those in non-neighboring nodes given the values of the node’s neighbors4. Each part/limb is

4Self-occlusions of body parts in general violate this assumption. For that purpose, in the next chapter, we introduce occlusion-
sensitive likelihoods and edges to model occlusion relationships in addition to other constraints presented here. However, in the case
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Figure 5.3:Parameterization of a 3D body part.

modeled by an elliptical cross-section tapered cylinder having 6 fixed and6 estimated parameters. The fixed

parametersΦi = [li, w
p
i , w

d
i , o

p
i , o

d
i , ǫ

d
i ] correspond respectively to the part length, width at the proximal and

distal ends, the offset of the proximal and distal joints along the axis of the limb, and eccentricity as shown

in Figure 5.3. The offsets,op
i andod

i , are only used to limit the extent of where the likelihood function is

evaluated. In vicinity of a joint, assumptions typically made by the likelihood function are often violated

[52].

The estimated parametersXi = [xi,qi]
T represent the configuration of the parti in a global coordinate

frame wherexi = [xx,i,xy,i,xz,i] ∈ R
3 andqi ∈ SO(3) are the 3D position of the proximal joint and

the angular orientation of the part respectively. The rotations are represented by unit quaternionsqi =

[qx,i, qy,i, qz,i, qw,i], such that‖ qi ‖= 1. As a result,Xi ∈ R
7, lies on a 6D manifold. The overall

pose of the body,X, for the model withN parts is expressed by the collection of individual part locations

and orientations,X = {X1,X2, ...,XN}. This somewhat redundant representation, facilitates distributed

inference using Belief Propagation.

Each undirected edge between partsi andj has an associated potential functionψij(Xi,Xj) that encodes

the compatibility between pairs of part configurations and intuitively can be thought of as the probability of

configurationXj of part j conditioned on theXi of part i (and vice versa). We introduce two types of

potential functionsψK
ij (Xi,Xj) andψP

ij(Xi,Xj), corresponding to kinematic and penetration constraints

between parts respectively. In general, these constraintsare complex and non-Gaussian. While we only

introduce kinematic and penetration potential functions,the framework is general and can handle a variety of

other constraints (e.g.occlusions [196] and/or motion specific kinematics).

5.3 Constraints

The key to modeling the body using aloose-limbed body modelis the ability to formulate local spatial (and

temporal) coherence constraints for the body parts. To thisend, in this section we define the local constraints

(a.k.a.potential compatibility functions) used in our model.
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ψij(Xleft calf|Xleft shin) ψij(Xleft calf|Xleft foot)

ψij(Xtorso|Xleft upperarm) ψij(Xtorso|Xright upperarm)

Figure 5.4: Learned kinematic potentials. Kinematic potentials are illustrated by sampling from corre-
sponding conditional distributions. The potentials for the left lower leg and subset of potentials for the torso
are shown. The figure illustrates distribution of limb positions and orientations conditioned on the ground
truth pose for the neighboring limb shown in blue. Blue spheres indicate the proximal joint position of a limb
encoded by the sample, while the red spheres indicate the distal end of the limb for each sample. The spread
of these samples illustrates the variance of the learned distribution. The ground truth pose for the limb is
shown in red.

5.3.1 Kinematic Constraints

The kinematic potentialsψK
ij (Xi,Xj) are in general non-Gaussian and in our framework are approximated

by a robust mixture ofMij Gaussian kernels. This modeling choice is motivated by the convenient form for

the resulting conditional distributions5,

ψK
ij (Xj |Xi) = λ0N (Xj |µij,Λij) + (1− λ0)

Mij∑

m=1

δijmN (Xj |Fijm(Xi), Gijm(Xi)), (5.1)

whereλ0 is a fixed outlier probability,µij and Λij are the mean and covariance of the Gaussian outlier

process, andFijm(·) andGijm(·) are functions that return the mean and covariance matrix respectively of

of multiple views we found that kinematic and penetration constraints are sufficient to reliably infer the pose. As the number of views
decreases, or views become more degenerate,additional occlusion ambiguities will arise and occlusion constraints described in Chapter 6
would have to be added.

5Notice that for inference using PAMPAS, we only need conditional distributions, not the full potentials or joint distributions that
give rise to these conditionals.
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them-th Gaussian mixture component;δijm ≥ 0 is the relative weight of an individual component and
∑Mij

m=1 δijm = 1.

One of the challenges in modelingψK
ij (Xi,Xj) is that part of the state-spaceXi = [xi,qi]

T correspond-

ing to rotation in 3D lies on Riemannian manifold. A proper model of distribution on the SO(3) can be

achieved usingvon Mises-Fisherdistribution [15] (or mixture thereof), which is a generalization of a Gaus-

sian to an arbitrary dimensional spherical shell. For a distribution on a3-dimensional sphere embedded into

R
4,

M(qi;µ, κ) =
κ

(2π)2I1(κ)
exp(κµTqi), (5.2)

whereµ is the mean direction,κ ≥ 0 is the concentration parameter (similar to variance) andI1 denotes

the modified Bessel function of the first kind of order1. As with Gaussians the product of the von Mises-

Fisher distributions is in itself a von Mises-Fisher distribution. This means that NBP can easily be modified

to take into account these distributions on angles. This, however, would lead to additional implementation

complexity.

Instead, following [197, 219], we use a linearized approximation for densities that involveqi. Hence any

distribution over rotations is modeled as a mixture of Gaussian distributions∈ R
4. Any sampled orientations

from such a distribution may be projected back to SO(3) by normalizing the corresponding4-dimensional

vector. This approximation works well for points that are tightly concentrated, and tends to over-estimate

the variance as they become more spread out over the sphere. Conveniently, since we model the distribution

over orientation using a Gaussian mixture, the distribution over the entire state is jointly a Gaussian mixture

as well andFijm(Xi) ∈ R
7, Gijm(Xi) ∈ R

7×7. It remains to be shown how the functionsFijm(Xi) and

Gijm(Xi) are modeled or learned.

Deriving Kinematic Conditionals from Joint Distributions

Given a set ofS ground truth paired state vectorsD = {(x(1)
i , x

(1)
j ), (x

(2)
i , x

(2)
j ), ..., (x

(S)
i , x

(S)
j )} for neigh-

boring nodesi andj respectively, we can learn the potential compatibility function between the two nodes

directly by simply learning the joint distributionψK
ij (Xi,Xj) = p(Xi,Xj). SinceψK

ij (Xi,Xj) is modeled

using a Gaussian mixture, we can derive the corresponding conditional distributions needed by PAMPAS

analytically. In particular, we can analytically deriveFijm(Xi) andGijm(Xi) functions that give means and

covariances of conditional mixture components in Eq. 5.1. For example, assuming that we learn parame-

ters of joint distribution (using for example Expectation-Maximization (EM) procedure for Gaussian Mixture

Models (GMMs) described in Algorithm 1), such that

p(Xi,Xj) =

Mij∑

m=1

δijmN
([

Xi

Xj

]

|
[

µ̄im

µ̄jm

]

,

[

Λ̄iim Λ̄ijm

Λ̄jim Λ̄jjm

])

(5.3)

we can defineψij(Xj|Xi) by analytically derivingFijm(Xi) = Λ̄jim[Λ̄iim]−1(Xi− µ̄im) andGijm(Xi) =

Λ̄−1
jjm− Λ̄jim[Λ̄iim]−1Λ̄ijm.

This method of learning potentials, however, has two disadvantages. First, learning the joint distribution,

p(Xi,Xj), in high dimensional (∈ R
14) space is hard. Secondly, the joint distribution will undoubtedly

encode the prior information for bothXi andXj. Hence, if we train on upright postures, for example, we
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would never be able to infer the pose of the person lying down (even if we have observed the full range of

motion for all the joints). This is concerning, because instead of natural joint range of motion constraints that

kinematic potentials should encode, they will also encode training data specific information that will make it

hard for the algorithm to generalize. Instead, what we wouldlike to do is assume a uniform prior over both

p(Xi) andp(Xj) and learn potentials that will only encode the kinematic joint constraints. This amounts to

learning conditional distributionsp(Xj |Xi) andp(Xi|Xj) directly, which is allowed, so long as there exists

a common joint distribution that gives rise to the two conditionals. Ideally such learning procedure would

ensure that learned conditionals would be symmetric,i.e.p(Xj |Xi) ∝ p(Xi|Xj).

Learning Kinematic Conditionals Directly

For convenience, let us first define re-parameterization of the state,Xi, in terms of homogenized 3D object-

to-world matrix transformation,

Xi = H(Xi) =









1− 2q2y,i − 2q2z,i 2qx,iqy,i − 2qw,iqz,i 2qx,iqz,i + 2qw,iqy,i xx,i

2qx,iqy,i + 2qw,iqz,i 1− 2q2x,i − 2q2z,i 2qy,iqz,i + 2qw,iqx,i xy,i

2qx,iqz,i − 2qw,iqy,i 2qy,iqz,i − 2qw,iqx,i 1− 2q2x,i − 2q2y,i xz,i

0 0 0 1









.

The corresponding inverse transformationH−1(·) that maps back from the 3D object-to-world matrix to

our state-space parameterization is somewhat more involved. If the trace,tr(Xi) ≡ a1,1 + a2,2 + a3,3 + 1,

whereai,j is thei-th row andj-th column of a4 × 4 homogenized matrixXi, is≥ 0, then the following

simple calculation would define the inverse,

H−1(Xi) =

[

a1,4 a2,4 a3,4
(a3,2−a2,3)

2
√

tr(Xi)

(a1,3−a3,1)

2
√

tr(Xi)

(a2,1−a1,2)

2
√

tr(Xi)

√
tr(Xi)

2

]

.

Otherwise, iftr(Xi) ≤ 0, one must look at the major diagonal element and apply the respective inverse

transform as follows,Xi =

H
−1

(Xi) =







[

a1,4 a2,4 a3,4

√
tr(Xi)

2

(a1,2−a2,1)

2
√
tr(Xi)

(a1,3−a3,1)

2
√
tr(Xi)

(a2,3−a3,2)

2
√
tr(Xi)

]T

if a1,1 ≥ a2,2 anda1,1 ≥ a3,3

[

a1,4 a2,4 a3,4
(a1,2−a2,1)

2
√
tr(Xi)

√
tr(Xi)

2

(a2,3−a3,2)

2
√
tr(Xi)

(a1,3−a3,1)

2
√
tr(Xi)

]T

if a2,2 ≥ a1,1 anda2,2 ≥ a3,3

[

a1,4 a2,4 a3,4
(a1,3−a3,1)

2
√
tr(Xi)

(a2,3−a3,2)

2
√
tr(Xi)

√
tr(Xi)

2

(a1,2−a2,1)

2
√
tr(Xi)

]T

if a3,3 ≥ a1,1 anda3,3 ≥ a2,2

It can be shown that indeedXi = H−1(H(Xi)). We can further define relative statesXij, such that

Xij = H−1
(
[H(Xi)]

−1 ×H(Xj)
)
. (5.4)

Intuitively Xij is the parameterized pose of the partj in part i’s coordinate frame for a particular pair of

co-occured states. The conditionalψij(Xj |Xi) can then be expressed as a transformed distribution overXij .
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We can learn a Gaussian mixture distribution forXij using the Expectation-Maximization procedure. As a

result,

p(Xij) =

Mij∑

m=1

δijmN (Xij;µijm,Λijm) (5.5)

we learn parameters{δijm, µijm,Λijm}Mij

m=1, whereµijm is the mean,Λijm a covariance, and
∑Mij

m=1 δijm =

1 are weights for the mixture components of the transformed distribution. We can then define the transforma-

tion functions explicitlyFijm(Xi) = R(Xi) ∗ µijm + T (Xi) andGijm(Xi) =
(
Λ−1

ijm ∗R(Xi)
)−1

, where

T (Xi) = [xi, 0, 0, 0, 0]
T and

R(Xi) =
















1 − 2q2
y,i − 2q2

z,i 2qx,iqy,i − 2qw,iqz,i 2qx,iqz,i + 2qw,iqy,i 0 0 0 0

2qx,iqy,i + 2qw,iqz,i 1 − 2q2
x,i − 2q2

z,i 2qy,iqz,i + 2qw,iqx,i 0 0 0 0

2qx,iqz,i − 2qw,iqy,i 2qy,iqz,i − 2qw,iqx,i 1 − 2q2
x,i − 2q2

y,i 0 0 0 0

0 0 0 qw,i −qx,i −qy,i −qz,i

0 0 0 −qx,i qw,i −qz,i qy,i

0 0 0 −qy,i −qz,i qw,i −qx,i

0 0 0 −qz,i qy,i −qx,i qw,i
















.

Intuitively, for a given value ofXi = [xi,qi]
T , the top-left block will transform the translation component

of the mean and covariance via a rotation matrix defined by theqi and the bottom-right block will transform

the quaternion rotation component of the mean and covariance via the Grassman product.

While our learning algorithm is general enough to learn distributions that have couplings between posi-

tional and rotational components of the state space, resulting in full-covariance matrices, for computational

purposes we restrict ourselves to the block-diagonal covariance distributions.

Figure 5.4 shows a few of the learned conditional distributions. Samples are shown from several limb-

to-limb conditionals. For example, the lower leg distribution is shown conditioned on the pose of the upper

leg. The proximal end of the shin (green circle) is predictedwith high confidence given the thigh location,

but there is a wide distribution over possible ankle locations, as expected.

5.3.2 Penetration Constraints

Another important constraint that needs to be modeled is interpenetration between limbs. Since the body

consists of convex solid parts, they cannot physically penetrate each other. To model this we define a set of

pair-wise constraints between the parts that are most likely to penetrate, given the kinematics of the body. In

the limit we could consider all pairs of parts, which would result in an inference algorithm that is quadratic

instead of linear in the number of parts. Instead, as a simplification, we only allow for most likely penetration

scenarios that arise in upright motions such as walking, running, dancing andetc.

Let us consider the penetration constraints we want to encode. Given a configuration of parti, Xi, we

want to allow potentially penetrating partj to be anywhere so long as it does not penetrate parti in it’s current

configuration. This means that non-penetration constraints are hard to model using a Mixture of Gaussians

[197], since we need to model equal probability over the entire state space, and zero probability in some local

region around the poseXi. Instead we model the penetration potentials using the following unnormalized

distribution
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ψP
ij(Xi,Xj) ∝ 1− ̺(Xi,Xj) (5.6)

where̺(Xi,Xj) is the probability that parti in configurationXi penetrates partj in configurationXj and

is defined to be1 if and only if i penetratesj in their respective configurations (0 otherwise). Notice that we

can encode soft-penetration constraints by allowing̺(Xi,Xj) to assume any value from0 to 1 as a function

of the overlap between parts. In our experiments, however, hard penetration constraints proved to be more

effective.

There are a number of ways one can detect and measure 3D overlap between two body parts. Constructive

solid geometry (CSG) [63, 245] can use boolean operators applied on a set of truncated cone primitives,

that we use for modeling body parts, to principally do this. CSG methods, however, tend to be relatively

expensive and tricky to implement. Instead, we experimented with two simple approximations: spherical

and voxel. Spherical approximation, approximates truncated cones with a sparse set of spherical6 shells with

corresponding non-constant radii. The set of shells approximating parti are then exhaustively intersected with

the shells modeling partj. Since intersection of the two spheres can be computed usinga simple euclidian

distance operator between the centroids, this process tends to be very efficient. However, this approximation

is only well suited for determining the presence or absence of the intersection between two parts, not the

amount of intersection. If one needs to compute the amount ofintersection, one alternative is to partition

the space occupied by one of the limbs into a set of 3D voxels and compute the approximate volume of

intersection by checking whether each voxel grid point lieswithin potentially penetrating limb. Since we

found hard penetration constraints to be more robust, we employ the simpler spherical approximation that

avoids additional computational complexity of the latter method.

5.4 Image Likelihoods

The inference algorithm, the details of which will be outlined in the next section, combines the body model

described above with a probabilistic image likelihood model. We defineφi(Xi) ≡ φi(I|Xi) to be the likeli-

hood of observing the image measurements conditioned on thepose of limbi. Ideally this model would be

robust to partial occlusions, the variability of image statistics across different input sequences, and variability

among subjects. To that end, we combine a variety of generic non-clothes specific cues including silhouettes

and edges.

5.4.1 Foreground Likelihood

Most algorithms that deal with 3D human motion estimation [1, 14, 50, 52, 59, 196, 197] rely on silhouette

information for image likelihoods. Indeed this is a very strong cue [14] that should be taken into account

when available. Here, as in most prior work, we assume that a foreground/background separation process

exists that computes a binary maskFGc(x, y), whereFGc(x, y) = 1 if and only if pixel (x, y) in an image

I belongs to the foreground for a given camera viewc ∈ [1, ..., C].

63D ellipsoids can be used instead, for parts that have elliptical cone cross section, with similar complexity.
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Figure 5.5:Backprojecting the 3D body model.Illustrated is the process used to project the 3D body model
(consisting of a set of connected limbs) into a number of calibrated image views. For clarity, only2 out of a
total of7 views are shown.

Formally, we assume that pixels in the image (and hence foreground binary mask) can be partitioned into

three disjoint sub-sets (see Figure 5.6 (c)), Ωc,1(Xi)
⋃

Ωc,2(Xi)
⋃

Ωc,3(Xi); whereΩc,1(Xi) is the set of

pixels enclosed by the projection of the parti at poseXi onto camera viewc; Ωc,2(Xi) contains pixels slightly

outside parti that are statistically correlated with the part; andΩc,3(Xi) are pixels that are not correlated with

part i in any way. Assuming pixel independence and independence ofobservations across camera views we

can write the likelihood of the image given the pose of the part as

φfg(I|Xi) ∝
C∏

c=1




∏

(x,y)∈Ωc,1(Xi)

p1(FGc(x, y))

∏

(x,y)∈Ωc,2(Xi)

p2(FGc(x, y))

∏

(x,y)∈Ωc,3(Xi)

p3(FGc(x, y))



 , (5.7)

wherepi, i ∈ {1, 2, 3} are the region-specific probabilities learned from the set of labeled images. In general,

p1(FGc(x, y) = 1) > 0.5, p2(FGc(x, y) = 1) < 0.5 andp3(FGc(x, y) = 1) = 0.5, corresponding to the

observation that pixels enclosed by projection of the part tend to be segmented as part of foreground silhouette

and pixels slightly outside typically correspond to background. Reasoning about pixels that are outside of

the immediate vicinity of the part’s projection is often hard, because other parts or foreground objects may

be present in the scene. To deal with this we assume equal probability for these regions,i.e.p3(FGc(x, y) =

1) = 0.5. Furthermore, to simplify our likelihood model for all our experiments in this chapter we used the

following learned values for all limb likelihoods (avoiding learning separate values for each part),
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(a) (b) (c) (d) (e)

Figure 5.6:Image likelihoods.Illustrated is the original image (a) and the likelihood features for computing
the left lower leg likelihood; (b) illustrates the silhouette obtained by background subtraction; (c) shows the
partition of the silhouette image pixels into three disjoint sub-sets where red, blue and green pixels correspond
to Ωc,1, Ωc,2, andΩc,3 regions respectively. The edge image obtained by Canny edgedetector and the
corresponding distance transform for the edge image are shown in (c) and (d) respectively. In (d) the projected
model edge pixels for which the edge likelihood is computed are shown in solid red.

p1(FGc(x, y) = 1) = 0.8

p2(FGc(x, y) = 1) = 0.3

p3(FGc(x, y) = 1) = 0.5.

Notice that sinceFGc(x, y) is binary,pi(FGc(x, y) = 0) = 1− pi(FGc(x, y) = 1) for i ∈ {1, 2, 3}.

5.4.2 Edge Likelihood

Even with perfect background subtraction, the silhouettesalone are ambiguous. For example, motion or

position of occluding parts may not be observed (this was already illustrated in Figure 2.2). This ambiguity

is reduced as the number of views increase, but with few cameras such as the case here the effects are

still significant. Hence, to reduce ambiguity and better localize parts, we also use an edge-based likelihood

measure.

We start by computing an edge distance transform,EDGEc(x, y), by first running the Canny edge detector

on the image (obtained from camerac) and then computing a distance transform based on the resulting binary

edge image. The edge based likelihoodmeasure is then definedas follows, once again assuming independence

across pixels and camera views,

φedge(I|Xi) ∝
C∏

c=1




∏

(x,y)∈Γc(Xi)

exp
(
1/EDGEc(x, y)

2
)



 , (5.8)

whereΓc(Xi) is the set of pixels on the left and right edge of part’s projection in camera viewc. Particularly,

since we model parts in 3D using tapered right elliptical cones,Γc(Xi) will correspond to the two opposite

edges of trapezoid obtained by 2D projection of the cone cross-section onto the image plane. This is illustrated

in Figure 5.6 (e).
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5.4.3 Combining Features

To produce the final likelihood measureφi(I|Xi), that takes into account both foreground and edge features,

we must fuse the two likelihood terms. However, we must also account for differenta priori confidence

exhibited by the two features. In particular, foreground features are in general much more reliable then edge

features [14] (assuming a reasonably reliable foreground/background separation process). Taking this into

account, results in the following weighted likelihood measure,

φi(I|Xi) = [φfg(I|Xi)]
1−we[φedge(I|Xi)]

we , (5.9)

wherewe is the relative confidence weight for the edge term. In practice we foundwe = 0.1 worked

reasonably well.

5.5 Bottom-up Part Detectors

Occlusion of body parts, changes in illumination, and a myriad of other situations may cause a person tracker

to lose track of some, or all, parts of a body. We argue that reliable tracking requires bottom-up processes that

constantly searches for body parts and suggest their location and pose to the tracker; we call these “shouters”7.

This bottom-up process is also useful in bootstrapping the inference, by providing initial distributions over

locations of a sub-set of parts. Further discussion of this in the context of Particle Message Passing can be

found in Section 3.7.3.

One expects shouters to be noisy in that they will sometimes fail to detect parts or will find spurious parts.

Furthermore they will probably not be able to differentiatebetween left and right extremities of the body.

Both of these behaviors can be seen in Figure 5.8. However, even these noisy “guesses” provide valuable

low-level cues, and our belief propagation framework is designed to incorporate this bottom-up information

in a principled way. As will be described in detail in Section5.6, we use a stratified sampler for approximating

messages originating at graph nodei and being sent to nodej at timet. This sampler draws some fraction

of samples from a static importance functionqij(Xi) = f(Xi). This importance function is constructed by

the node’s shouter process, that we denote byf(Xi), and draws samples from locations in pose space (3D

location and orientation) near the detected body parts.

5.5.1 Head Detection

We build head detector based on the Viola and Jones face detector [236]. We use two models for frontal and

profile faces, and apply them in multiple-views to produce plausible estimates for the position and orientation

of the head (see Figure 5.7).

We first detect a set of 2D face candidates in all views, by running the two detectors at a number of

scales (Figure 5.7 (top)). We then try to pair up candidates from different views, assuming known extrinsic

calibration estimated off-line for all cameras. The pose ofthe head can then be estimated by intersecting

the frustums mapped by the two face candidates in the 3D space. The orientation about the head axis is

refined, to about45◦ precision, by considering the types of the faces found in thetwo views. For example,

frontal face observed from one camera paired with profile face found in the other, will result in the overall

7The idea of ”shouters” came about through discussions with A. Jepson and D. Fleet.
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head orientation pointing toward the camera that observed the frontal view in the first place; a frontal face

observed from two different cameras will result in a pose of the head where face is pointing between the two

cameras considered.

Once the 3D candidates are estimated, they are pruned by checking to ensure that the size is plau-

sible (within limits for a human head) and that candidates project to (mostly) foreground regions in all

the views. As a result of this process a set of plausible candidate poses for the head are constructed,

{x(1)
head, x

(2)
head, ..., x

(Nhead)
head }, whereNhead is the total number of plausible head candidates selected. The

proposal function,f(Xhead), for the head is constructed simply by formulating kernel density based on the

candidates,

f(Xhead) =

Nhead∑

n=1

N (Xhead|x(n)
head,Λhead), (5.10)

where covarianceΛhead is a function of the overall head detector’s precision. In general,Λhead should be

estimated from training data, however, since a labeled dataset with ground truth 3D head positions is not

readily available, instead we setΛhead by hand. We set diagonal elements ofΛhead, that account for variance

in the estimated position and tilt of the head, relatively small and twist (rotation about the head axis) is set

to a considerably larger value to account for45◦ uncertainty discussed above; all off diagonal elements of

Λhead are set to0.

5.5.2 Limb Detection

Unlike faces, limbs lack distinctive 3D shape and texture structure that is consistent across people and cloth-

ing. We attempt to build limb proposals based on color information [147], by assuming that limbs have

roughly uniform color8. To this end, we first segment foreground regions of each viewinto a set of coherent

color blobs using a mean-shift image segmentation procedure [42]. We then fit ellipses to these regions and

intersect frustums produced by the elliptical image regions in 3D. The intersection gives a rough estimate

for the position and orientation of the limb (modulo the twist of the limb along its axis of symmetry, which

is typically unobservable at standard video resolutions).Similar to head detection, we use the sizes of the

estimated 3D limbs to prune the number of candidates to a set of plausible limb positions and orientations

{x(1)
limb, x

(2)
limb, ..., x

(Nlimb)
limb }. Also, similar to the head, we form the proposal function forthe limbs using a

kernel density,

f(Xlimb) =

Nlimb∑

n=1

N (Xlimb|x(n)
limb,Λlimb). (5.11)

As a result all limbs have the same proposal function and it isup to the inference and spatial (and possibly

temporal) consistency constraints to interpret their identity in the context of the human body. While the

inference algorithm proposed here can deal with this task, we found that this often requires many samples

and results in slow convergence. Instead, since we typically are interested in dealing with mostly upright

poses we modify the above proposal function as follows,

8Clearly this assumption can easily be violated by the various types and textures of clothing, however, one would hope that it will
hold for at least some sub-set of limbs considered.
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Figure 5.7:Head detection.Top two rows show results of the Viola and Jones [236] frontaland profile face
detectors respectively, run in high precision low recall modality. We use pre-trained detectors distributed with
Intel’s OpenCV library [159]. Bottom row shows 3D head estimates obtained by combining the face detection
results from multiple views. The red bounding boxes on images in the top two rows illustrate detected faces.
The green bounding boxes on the bottom row are projections ofthe 3D hypotheses for the head position and
orientation; in yellow are the corresponding coordinate frames.

f(Xi) =

Nlimb∑

n=1

N (xz,i|zi,Λi)N (Xi|x(n)
limb,Λlimb), (5.12)

whereN (xz,i|zi,Λi) can be interpreted as the weighting function that weighs detections as belonging to

one of the body parts based on the vertical distance from the floor9, zi. Notice that the proposed weighting

is simply a bias that helps to identify which proposed part positions are likely to belong to upper an lower

extremities. These biases are the same for left and right sides of the body and hence result in equivalent

proposal functions for the two sides.
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Figure 5.8:Limb detection. Top row shows the original images from3 out of 7 camera views. Results of
foreground/background segmentation and mean-shift clustering for color segmentation of foreground regions
are shown in second and third rows respectively. Colors are assigned to the region segments at random.
Fourth row shows an elliptical 2D limb fit to the regions detected; last row shows the resulting 3D limb
estimates produced by combining the 2D estimates across different views.

5.6 Inference

The joint distribution over all variables in our model, defined by the graphG = {V, E} with verticesV,

|V| = N , corresponding to body parts and edgesE corresponding to constraints, can be written as follows:

9This implicitly assumes the world coordinate system is either aligned with the floor or is known. This assumption, while improves
the efficency and performance of our algorithm, is not strictly necessary. One can use the more general form of the proposal function
from Eq. 5.11 that assumes no knowledge of terrain.
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Left Leg to Torso 

Left Arm to Torso Right Arm to Torso 

Right Leg to Torso 

Head toTorso 

Product 

Figure 5.9:Message product for the torso. In the10-part body model, the head, upper arms, and upper
legs send messages to the torso. Samples from these messagesare illustrated by showing the predicted torso
location with green balls. The distribution over the orientation of the torso is illustrated by showing a red
ball at the distal end of the torso for each sample. While any single message represents uncertain information
about the torso pose, the product of these messages tightly constrains the torso position and orientation.

p(X1,X2, ...,XN|I) =
∏

i∈V
φi(Xi)

∏

(i,j)∈E
ψK

ij (Xi,Xj)ψ
P
ij(Xi,Xj). (5.13)

Pose estimation and tracking can then be formulated as inference in this graphical model and estimated

using Belief Propagation. To cope with the continuous parameter space of each limb, the non-Gaussian

conditionals between nodes, and the non-Gaussian likelihood, we use a form of non-parametric belief prop-

agation [99, 220] described in Section 3.7. The approach is ageneralization of particle filtering [54] which

allows inference over arbitrary graphs rather than a simplechain. In this generalization the “message” used

in standard belief propagation is approximated with a smoothed particle set, and the conditional distribution

used in standard particle filtering is replaced by a product of incoming message sets. The two formulations of

[99] and [220] have different strengths discussed in Section 3.7.5; we adopt the PAMPAS algorithm because

it maps better to our models where the potentials are small mixtures of Gaussians and the likelihoods are sim-

ple to evaluate up to an unknown normalization. NBP [220] is more suitable for applications with complex

potential functions.

The message passing framework is illustrated in Figure 5.9 where the head, upper arms and upper legs

all send messages to the torso. These messages are distributions that are represented by a set of weighted

samples as in particle filtering (smoothed with a Gaussian kernel). Belief propagation requires forming the

product of these incoming messages. As Figure 5.9 shows, theindividual limbs may not constrain the torso

very precisely. The product over all the incoming messages,however, produces a very tight distribution over

the torso pose. The challenge in Particle Message Passing (and non-parametric belief propagation in general)
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is to compute the product of multiple such sampled distributions efficiently. If each sample is represented by

a small Gaussian kernel, then the explicit product ofD messages each containingN kernels requiresO(ND)

time to compute, which is impractical in most cases whereD > 2. Hence, forD > 2 we use the Gibbs

sampler described in Section 3.7.1 (Algorithm 5) that can draw approximate and asymptotically unbiased

samples from the product inO(DN2). ForD ≤ 2 we compute the message product explicitly.

In PAMPAS the belief propagation messages are approximated using Monte-Carlo importance sampling.

This is achieved by sampling from the product of messages andthen propagating these samples through

an appropriate potential function. Since in ourloose-limbed body modelformulation we have two types of

potential functions,ψK
ij (Xi,Xj) andψP

ij(Xi,Xj) that have different representations, the messages in the

two cases will be different as well,

mK
ij (Xj) =

∫

ψK
ij (Xi,Xj)φi(Xi)

∏

k∈A(i)\j

mK
ki(Xi)m

P
ki(Xi)dXi (5.14)

mP
ij(Xj) =

∫

ψP
ij(Xi,Xj)φi(Xi)

∏

k∈A(i)\j

mK
ki(Xi)m

P
ki(Xi)dXi (5.15)

whereA(i) is the set of neighbors of nodei andφi(Xi) is the local likelihood associated with nodei.

Note thatmK
ij (Xj) is represented using a mixture of Gaussian kernel densitiesandmP

ij(Xj) by a mixture

of continuous unnormalized functions. These representations stem from the choice of potential functions

discussed in Sections 5.3.1 and 5.3.2 respectively. The stratified PAMPAS algorithm (see Algorithm 6) can

be modified to handle this case by choosing proper importancefunctions. In particular,

q
(1)
ij (Xi) =

∏

k∈A(i)\j

mK
ki(Xi) (5.16)

q
(2)
ij (Xi) =

∏

k∈A(i)

mK
ki(Xi) (5.17)

q
(3)
ij (Xi) = f(Xi). (5.18)

The messages,mK
ij (Xj) andmP

ij(Xj), are hence generated by sampling from the above importance func-

tions, applying a proper re-weighting scheme, and propagating these weighted samples that intuitively ac-

count for distribution overXi through a potential functionψK
ij (Xi,Xj) or ψP

ij(Xi,Xj) respectively. For

further details see Section 3.7.

Illustration of PAMPAS being utilized for pose estimation with10-part loose-limbed body model can be

seen in Figure 5.10. In Figure 5.10 marginals are illustrated in terms of the most likely sample drawn from the

marginal, on the left, and the full distribution visualizedby overlapping samples on the right. In all images

the dark and light green illustrate parts belonging to the left and right sides of the body respectively; yellow

illustrates coordinate frames for the torso and the head. One can clearly see how the marginals converge to

the desired solution within the first5-6 iterations.

The basic algorithm outlined in Section 3.7 leaves open questions of (1) what proportions to use in the

stratified sampler, (2) how many particles to use for Monte Carlo approximation of each message and (3)

what order to use in updating the messages.



136

Camera: C1 Camera: C2
Most Likely Sample Full Distribution Most Likely Sample Full Distribution

Ite
ra

tio
n:

1
Ite

ra
tio

n:
2

Ite
ra

tio
n:

3
Ite

ra
tio

n:
4

Ite
ra

tio
n:

5

• • • • • •

Ite
ra

tio
n:

7

• • • • • •

Ite
ra

tio
n:

9

Figure 5.10:Illustration of convergence of loose-limbed body model during pose estimation.Resulting
marginals for each limb estimated by PAMPAS are illustrated after1-5, 7 and9 message passing iterations.
As can be observed, marginals converge to a desired solutionin roughly5 iterations in this case, after which
point the marginals are refined without significantly affecting the mode of the marginal distribution. The error
curve as a function of PAMPAS iterations for this frame can be found in Figure 5.13 (Frame450).
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Implementation Details

Sampling Proportions. The stratified sampler we use, samples all the samples fromq
(3)
ij (Xi) for the first

message passing iteration and then samples half of samples from q
(1)
ij (Xi) and half fromq(2)

ij (Xi) for the

remaining iterations. We found the sampling fromq(2)
ij (Xi) sometimes lead to faster convergence, where as

sampling fromq(1)
ij (Xi) often leads to better results when the solution is close to convergence. Consequently

we have also experimented with adapting sampling proportions, using an annealing schedule based on the

number of message passing iterations. The idea being, that while in the beginning where there is a large

uncertainty about the solution, we should sample equally fromq
(1)
ij (Xi) andq(2)

ij (Xi), as the solutions starts

to converge (assuming it is converging with iterations of BP) we should sample more fromq(1)
ij (Xi). While

this proved to be useful in some instances, it also sometimesintroduced biases particularly when the stra-

tum corresponding to theq(2)
ij (Xi) was small. Hence, for simplicity, for all experiments here we use equal

sampling fractions forq(1)
ij (Xi) andq(2)

ij (Xi).

Number of samples.The number of particles/samples used to approximate messages has a significant effect

on the runtime of the algorithm. While the basic Particle Message Passing algorithm assumes that all mes-

sages are approximated using the same number ofN samples, we found this to be sub-optimal. In particular,

we found that messages going out of the nodes that are highly connected (e.g.torso) are often more compact

and require fewer samples to represent adequately; alternatively, messages that correspond to outer nodes in

the graph, that have fewer connections, need more samples tobe adequately represented. Hence, we derived

an ad-hoc adaptive procedure for the number of samples required to represent the massage based on the de-

gree of the node sending the message. In particular, for all experiments we used the following number of

samples to approximate messages sent from nodei:

Nodei # of samples Mixtures in potential Message representation

torso 50 Kinematic:4 mK
ij (Xj) = mixture of201 Gaussian kernels

Penetration:1 mP
ij(Xj) = 1 - mixture of50 Gaussian kernels

head, shins, 200 Kinematic:4 mK
ij (Xj) = mixture of801 Gaussian kernels

upper arms Penetration:1 mP
ij(Xj) = 1 - mixture of200 Gaussian kernels

calfs, 800 Kinematic:4 mK
ij (Xj) = mixture of2401 Gaussian kernels

lower arms Penetration:1 mP
ij(Xj) = 1 - mixture of800 Gaussian kernels

(In addition for 15-part model)

hands, feet 800 Kinematic:4 mK
ij (Xj) = mixture of2401 Gaussian kernels

Penetration:1 mP
ij(Xj) = 1 - mixture of800 Gaussian kernels

Note that penetration messages due to their non-Gaussian form are simply treated in the PAMPAS framework

as continuous functions. Deriving automatically the number of samples required for each message would

clearly be of benefit, however, this is hard to do in general, since the number of samples must be a function

of the overall graph topology, importance functions employed for Monte Carlo integration, and distributions

of all involved variables.

Message passing schedule.As mentioned in Section 3.7 in order to perform inference in aloopy graphical

model, one needs to define the message update schedule. We usea fixed message update schedule that sends

messages from the outer extremities inward toward the torsoand then back out (from the torso to outer
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extremities). We also first propagate the kinematic messages and then the penetration messages. For pose

estimation we run PAMPAS for 10 message passing iterations per frame (with convergence often achieved

in 5–6 iterations), and for tracking (that will be discussed in thenext section) for only2 message passing

iterations per frame. The underlying assumption being thatin the tracking framework the pose is likely to be

relatively well constrained by the estimate from the previous time frame, and hence PAMPAS often converges

faster.

5.6.1 Tracking

Thus far we have only addressed the problem of pose estimation and have not dealt with incorporating tem-

poral consistency into our model. This is partly due to the fact that ability to automatically estimate the pose

is one of the key benefits of theloose-limbed body model. However, our model can also incorporate temporal

consistency. Temporal consistency (or tracking) can be performed in at least two different ways within our

framework.

Tracking using a spatio-temporal model

The most direct way of extending the proposed pose estimation framework to tracking, is by replicating

and chaining the spatial loose-limbed body model across time. This methodology was already introduced

in somewhat different context in Chapter 4. The new spatio-temporal graphical model requires additional

temporal constraints between limbs at timet − 1 and t, that we denote byψT (Xi,t−1,Xi,t). Typically a

single Gaussian potential is sufficient to model these temporal constraints. For example,

ψT (Xi,t−1,Xi,t) = N (Xi,t −Xi,t−1|0,ΛT ), (5.19)

is equivalent to a zero velocity assumption. With this type of temporal constraint, inference can be performed

as before using Particle Message Passing in either batch or sliding window fashion. We have explored this

alternative in [197]. A similar approach has also been discussed in the context of generic object tracking in

Chapter 4.

The benefit of this type of spatio-temporal model is that temporal consistency is well maintained, the

disadvantage is the additional computational complexity incurred by this more complex model. In addition,

if tracking fails, the spatio-temporal model is often harder to re-initialize, because of the tight coupling to the

pose at the previous time instants.

Tracking using importance sampling

An alternative approach, that we take in this chapter, is to propagate the temporal consistency via an im-

portance function. This approach does not alter the model already introduced, and hence does not require

additional computation. In essence, it assumes that we are solving the pose estimation problem at every

frame, and the pose from the previous time step is only used asan initialization (or guess) for where to start

the inference at the next frame. As such, this approach is well suited for re-initialization if the pose estimate

at the previous timeframe is wrong. The disadvantage is thattemporal consistency is only loosely propagated,

and the results often exhibit interframe jitter.

In particular, we can define another importance function,
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q
(4)
ij (Xi,t) = N (Xi,t|Xi,t−1,ΛT ). (5.20)

Sampling from this importance function places the samples in the vicinity of the solution obtained at the

previous time step. This is then refined using the observations from the current frame and the message

passing. Altering the fraction of samples that come from thedifferent importance functions in the stratified

sampling will have an affect on the diversity of poses considered at any given time instant. Ultimately the

optimal importance sampling procedure would have to rely onknowledge of the scene and human postures

considered. For experiments presented in this chapter, we make no such assumptions and use a simple generic

importance sampling scheme discussed previously.

5.7 Experiments and Evaluation

5.7.1 HumanEva-I Dataset

To test performance of our articulated pose estimation and tracking approach we collected the novel dataset10

that we call HUMAN EVA -I. In HUMAN EVA -I we simultaneously captured 3D motion and mutioccular video

using a calibrated marker-based motion capture system11 and multiple high-speed video cameras. We col-

lected video data using3 color and4 greyscale cameras at60 Hz. The video and motion capture streams

were synchronized in software using a direct optimization method. The HUMAN EVA -I database consists of4

subjects performing a set of6 predefined actions three times (twice with video and motion capture, and once

with motion capture alone). The dataset is partitioned intotraining, validation and testing sub-sets. A more

detailed description of the dataset, data collection and processing can be found in [194].

To simultaneously capture video and motion information, our subjects wore natural clothing (as opposed

to motion capture suits which are often used for pure motion capture sessions) on which reflective markers

were attached using transparent adhesive tape. Our motivation was to obtain natural looking image data that

contains all the complexity posed by moving clothing. One negative outcome of this is that the markers

tend to move more than they would with a tight-fitting motion capture suit. As result, our ground truth

motion capture data may not always be as accurate as that obtained by more traditional methods; we felt that

the trade-off of accuracy for realism here was acceptable. We have applied minimal post-processing to the

motion capture data, steering away from the use of complex software packages (e.g.Motion Builder) that

may introduce biases or alter the motion data in the process.

5.7.2 Evaluation Metric

Various evaluation metrics have been proposed for human motion tracking and pose estimation. For example,

a number of papers [1, 2, 3, 4, 166, 189, 206] have suggested using joint-angle distance as the error measure.

This measure, however, assumes a particular parameterization of the human body and cannot be used to com-

pare methods where the body models have different degrees offreedom or have different parameterizations

10Dataset is available fromhttp://vision.cs.brown.edu/humaneva/ .

11We collected motion capture data using a commercial motion capture (MoCap) system from ViconPeak (http://www.vicon.
com/ ). The ViconPeak MoCap system is an industry standard for optical marker-based motion capture and has been successfully
employed in a variety of entertainment applications for over 10 years. The system uses reflective markers and six 1M-pixel cameras to
recover the 3D position of the markers on the body.
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Figure 5.11:Virtual marker-based evaluation metric. We define an evaluation metric based on the average
distance between a set of15 virtual markers corresponding to the 3D joint positions andlimb ends illustrated
in the figure above.

of the joint angles.

We propose an error measure based on a sparse set of virtual markers that correspond to the locations of

joints12 and limb endpoints (see Figure 5.11). This metric is not sensitive to parameterization of the skeletal

structure of the body and can easily be derived from most bodyrepresentations, allowing easy comparison

across many approaches. This error metric was first introduced for 3D pose estimation and tracking by us in

[197] and later extended in [14]. It has since been also adopted by others for 3D tracking [131] and for 2D

pose estimation evaluation in [122, 196].

Assuming that we can represent the pose of the body usingK = 15 virtual markers, we can write the state

of the body asXmrk = {p1, p2, ..., pK}, wherepk ∈ R
3 is the position of the markerk in the world13. Notice,

that converting from any standard representation of the body pose toXmrk is trivial. In particular, to convert

from our redundant representation of the bodyX = {X1,X2, ...,XN} toXmrk all we need to do, is for every

marker (except for the markers corresponding to the limb ends) compute an average of the proximal and distal

ends14 of the two limbs connected at the corresponding joint. For example, computing the virtual marker

position corresponding to the left knee joint,pleft knee= ||H(Xleft shin)[0, 0, lleft shin]
T − xleft calf||1/2,

whereH(Xleft shin) is as before a 3D homogeneous object-to-world transformation matrix;lleft shin is the

length of the left shin. In other words,H(Xleft shin)[0, 0, lleft shin]
T is simply a distal endpoint of the left

shin andxleft calf is the proximal endpoint of the left calf. The error in the overall estimated posêXmrk

to the ground truth poseXmrk can then be expressed as the average absolute distance between individual

markers,

Error(Xmrk, X̂mrk) =

K∑

k=0

||pk − p̂k||
K

. (5.21)

Since the position of virtual markers is defined in the globalcoordinate frame the error will have a physical

12The ground truth location of joints was computed from the motion capture data using the Plug-in Gait software module from
ViconPeak (http://www.vicon.com/ ).

13Notice thatpk can also be∈ R2 if a 2D body model is used. This is the error measure that will be employed in the next chapter.

14This assumes that both proximal and distal markers correspond to the joint center. Alternatively, if this is not the case, there will be
a constant offset between the proximal and/or distal ends ofthe limb and the required joint marker. This offset can typically be solved
for in a least-squared sense using regression.
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Figure 5.12:Evaluation metric illustration. This figure visually illustrates the range of errors corresponding
to the virtual marker-based metric introduced. Typically an error of< 80 (mm) corresponds to accurate pose
estimation and an error between80–120 (mm) to a reasonable pose. As can be seen from the figure with an
error of108 (mm) the body is vertically shifted down and the arms are less than perfect, but the overall pose
is still reasonable. Typically error> 120 (mm) corresponds to wrong or inaccurate poses as illustrated.

meaning and is expressed in (mm). Lower error will correspond to poses that more closely match the ground

truth motion capture data. Since the proposed error function averages error over a set of limbs, the exact

meaning of the error will depend on the distribution of errors across the body parts at a given frame. The

same is true for most other metrics we have found in the literature. In other words, the same quantitative error

may be due to either a single joint being off by a considerableamount, or by all the joints being off by small

amount. Our approach, due to the nature of the model and inference, tries to distribute error across limbs. In

our experience, errors of under80 (mm) correspond to accurate poses,80–120 (mm) typically correspond to

poses of acceptable accuracy, and errors of> 120 (mm) typically correspond to wrong or inaccurate poses.

By acceptable accuracy we mean that all parts are recovered,but there may be misalignments at the joints (see

Figure 5.12) or slight global vertical shift of the body. To compute performance over a temporal sequence

(for tracking), we average the error over all the frames in the sequence and report the mean and standard

deviation.

5.7.3 Pose Estimation

Figures 5.13–5.17 show the automatic pose estimation of the3D body model using bottom-up part detectors.

The approach is tested on a total of198 frames;128 frames using a10-part model and70 frames using a15-

part loose-limbed body model. Note that we use only detectors for the head, and outermost extremities, which

for the10-part model means upper arms and calfs; for the15-part model hands and feet. These detectors are

very noisy and at best can only give a rough position of the part in space. They are unable to differentiate left

and right sides of the body, estimate the twist, or even differentiate the direction in which the limb is pointing.

For body parts with no associated bottom-up detectors, the initial distributions are assumed to be uniform

over the entire state space. After several iterations of belief propagation, the algorithm “finds” the limbs and

has a reasonable distribution over the limbs poses. Notice that while we run PAMPAS for 10 message passing

iterations to ensure convergence, the solution often settles after5–6 iterations.
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Subject S1 S2 S1 S2 S1
Action Walking Walking Jog Walking Jog
Frames 57 40 31 39 31
Model 10-part 10-part 10-part 15-part 15-part
Mean Error (mm) 89.7 161.6 83.7 158.5 130.5
Standard deviation of Error (mm) 71.5 103.6 51.3 132.2 87.4
% of frames with Error < 80 (mm) 70.2 27.5 61.3 46.2 45.2
% of frames with Error < 120 (mm) 82.5 50.0 87.1 61.5 61.3
% of frames with Error ≥ 120 (mm) 17.5 50.0 12.9 38.5 38.7

Table 5.2: Summary of pose estimation performance using loose-limbedbody model. More detailed
results can be found in Figures 5.13–5.17.

We have tested our approach on sequences from two subjects performing two different motions (walking

and jogging). In all experiments we used same values for all parameters in our system and same likelihoods.

In all experiments reported here, we used7 camera views for inference (3 color and4 greyscale). We have

also experimented with pose estimation and tracking using4 and3 views with similar results. The challenge

with the HumanEva-I dataset used here is that, due to specular highlights and poor greyscale imagery, simple

background subtraction employed by our system often produces poor segmentation of the foreground (see the

right column corresponding to camera BW4 in Figure 5.8) thathas to be dealt with. In particular, standard

voxel-based methods that require good background subtraction, would typically not be able to cope with such

noisy data. Our approach deals gracefully with this, producing accurate results automatically from the single

multiouccular image. In most cases the recovered joint positions are< 80 (mm) away from the true joint

positions. The summary of performance is presented in Table5.2.

Perhaps most revealing, regarding the accuracy of the method, is the bar plot presented in bottom of each

of the Figures 5.13–5.17. The plot shows the histogram of errors for all tested frames (selected uniformly

and without bias for each sequence). In most frames tested, the error falls below the120 (mm) level (see

Figures 5.13, 5.14, 5.15, and 5.17) that we consider to be “acceptable”. The worst performance was observed

for sequence in Figure 5.16, where we are able to “correctly”estimate the pose (below120 (mm)) in about

50% of the frames. However, even at this error rate we believethat our pose estimation approach is less

restrictive than related approaches that attempt to estimate the pose either in a particular canonical pose class

(e.g.stylized 2D scissor-leg walking stance [169]) or by having acooperative subject [36, 112, 113].

5.7.4 Tracking

In this section we test the performance of our approach in thecontext of tracking, where we assume that

a sequence of multioccular frames is available for inference. The loose temporal consistency is used to

propagate results from one frame to the next (see description in Section 5.6.1) to help focus the inference. In

this paradigm we assume that limbs at the next frame are sufficiently close to the correctly estimated pose at

the previous frame. Hence, having a proposal distributionthat focuses a fraction of samples in locations where

the limbs were previously found proves useful. Since typically the previous frame estimates are sufficiently

close to the solution at the current frame, we only run PAMPAS for 2 message passing iterations (instead of

10) as a way of speeding up the inference. The results are shown in Figures 5.18–5.21. The approach is tested

on a total of1205 frames;400 frames using a10-part model and805 frames using15-part loose-limbed body
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Figure 5.13:Pose estimation using 10-part loose-limbed body model.Results of pose estimation from a
single multioccular frame are shown for a number of frames from HumanEva-I dataset. Top five rows show
the final result in terms of most likely sample from the marginal for each part after10 iterations of PAMPAS.
The results are projected into3 synchronized views for clarity (7 views were used for inference). The right
column of the first five rows shows the error as a function of message passing iterations for respective frames.
Notice that typically the error decreases sharply for the first 4–5 iterations and then stays relatively low with
minor variations that are due to sampling. The last row illustrates performance over all (59) frames tested
for the sequence (every10-th frame was selected). As can be seen from bar plot, the posewas estimated in
most frames with low error. The error as a function of messagepassing iterations averaged over all frames is
shown in the bottom right corner of the figure.
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Figure 5.14:Pose estimation using 10-part loose-limbed body model.Results of pose estimation from a
single multioccular frame are shown for a number of frames from HumanEva-I dataset. Top five rows show
the final result in terms of most likely sample from the marginal for each part after10 iterations of PAMPAS.
The results are projected into3 synchronized views for clarity (7 views were used for inference). The right
column of the first five rows shows the error as a function of message passing iterations for respective frames.
Notice that typically the error decreases sharply for the first 4–5 iterations and then stays relatively low with
minor variations that are due to sampling. The last row illustrates performance over all (31) frames tested for
the sequence (every10-th frame was selected). As can be seen from bar plot, the posewas estimated in the
pose with low error. The error as a function of message passing iterations averaged over all frames is shown
in the bottom right corner of the figure.
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Figure 5.15:Pose estimation using 15-part loose-limbed body model.Results of pose estimation from a
single multioccular frame are shown for a number of frames from HumanEva-I dataset. Top five rows show
the final result in terms of most likely sample from the marginal for each part after10 iterations of PAMPAS.
The results are projected into3 synchronized views for clarity (7 views were used for inference). The right
column of the first five rows shows the error as a function of message passing iterations for respective frames.
Notice that typically the error decreases sharply for the first 4–5 iterations and then stays relatively low with
minor variations that are due to sampling. The last row illustrates performance over all (31) frames tested
for the sequence (every10-th frame was selected). As can be seen from bar plot, the posewas estimated in
most frames with low error. The error as a function of messagepassing iterations averaged over all frames is
shown in the bottom right corner of the figure.
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Figure 5.16:Pose estimation using 10-part loose-limbed body model.Results of pose estimation from a
single multioccular frame are shown for a number of frames from HumanEva-I dataset. Top five rows show
the final result in terms of most likely sample from the marginal for each part after10 iterations of PAMPAS.
The results are projected into3 synchronized views for clarity (7 views were used for inference). The right
column of the first five rows shows the error as a function of message passing iterations for respective frames.
Notice that typically the error decreases sharply for the first 4–5 iterations and then stays relatively low with
minor variations that are due to sampling. The last row illustrates performance over all (39) frames tested
for the sequence (every10-th frame was selected). As can be seen from bar plot, the posewas estimated in
most frames with low error. The error as a function of messagepassing iterations averaged over all frames is
shown in the bottom right corner of the figure.
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Figure 5.17:Pose estimation using 15-part loose-limbed body model.Results of pose estimation from a
single multioccular frame are shown for a number of frames from HumanEva-I dataset. Top five rows show
the final result in terms of most likely sample from the marginal for each part after10 iterations of PAMPAS.
The results are projected into3 synchronized views for clarity (7 views were used for inference). The right
column of the first five rows shows the error as a function of message passing iterations for respective frames.
Notice that typically the error decreases sharply for the first 4–5 iterations and then stays relatively low with
minor variations that are due to sampling. The last row illustrates performance over all (39) frames tested
for the sequence (every10-th frame was selected). As can be seen from bar plot, the posewas estimated in
most frames with low error. The error as a function of messagepassing iterations averaged over all frames is
shown in the bottom right corner of the figure.
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Subject S2 S1 S1 S2
Action Walking Walking Jog Walking
Frames 400 391 201 213
Model 10-part 15-part 15-part 15-part
Mean Error (mm) 74 59 77 69
Standard deviation of Error (mm) 9.95 25.2 20.2 18.8
Average for the model (mm) 74 66
Standard deviation for the model (mm) 9.95 23.5

Table 5.3:Summary of tracking performance using loose-limbed body model. More detailed results can
be found in Figures 5.18–5.21.

model. The average performance over the sequence ranges between59–77 (mm) in all cases (see summary

of results in Table 5.3). Also, notice that the approach quickly recovers when infrequent miss-tracking occurs

(see Frame78 in Figure 5.18).

5.7.5 Comparison with Annealed Particle Filter

In previous section we explored performance of the loose-limbed body model in the context of tracking. In

this section, we compare the results obtained by our approach to a relatively standard tracking algorithm,

Annealed Particle Filter (APF) (see Section 2.8 for more detailed description). In particular, we make use of

the APF algorithm implemented15 and tested by Balanet al. in [14]. In our comparison, Annealed Particle

Filter performs inference over kinematic tree body model with 15 parts, comparable to our15-part loose-

limbed body model; the resulting state-space parameterization of the pose is∈ R
40, corresponding to global

position and orientation of the torso in 3D and36 joint angles. Consequently, the implementation of APF we

employ is also using comparable likelihood function that incorporates silhouette and edge information (see

[14] for details). Unlike the original APF algorithm proposed by Deutscheret al. [52], the variant of [14] is

also able to incorporate the temporal and structural priors, that ensure that parts do not penetrate each other

and that joints are within the allowable limits. In Figure 5.22 we compare our model with three variants of

APF algorithm: generic APF with interpenetration constraints and very generic joint limits with (i) 250 and

(ii ) 500 particles, and (iii ) an APF algorithm that in addition encodes action-specific joint limits and temporal

prior. In all cases Annealed Particle Filter requires an initial pose at the first frame to bootstrap the inference;

this was obtained from ground truth motion capture data.

Loose-limbed body model in both sequences outperforms the generic APF algorithms (consequently,

the number of particles seems to play little significance in the overall performance of APF) and performs

comparably to the action-specific APF variant (see Figure 5.22). In all cases, however, the variance for the

estimates obtained using APF are lower than those obtained using our loose-limbed body model. This is not

surprising, considering the nature of inference employed in the loose-limbed body model, where the pose

at the previous time instant is simply a proposal for inference at the next time frame. While this type of

inference is beneficial in that it allows easy recovery from intermittent failures, the pose estimation that is

inherently incorporated at every frame also tends to produce noisier results when such failures are not present.

15Implementation of APF is curtesy of Alexandru Balan and is freely distributed fromhttp://www.cs.brown.edu/˜alb/
software.htm .
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Figure 5.18: Tracking using 15-part loose-limbed body model. Results of tracking in a multioccular
sequence from the HumanEva-I dataset are shown for a number of frames. Top three rows show the final
result in terms of most likely sample from the marginal for each part after2 iterations of PAMPAS. The
results are projected into3 synchronized views for clarity (7 views were used for inference). The figure in
the second to last row shows per frame error (in blue) for all390 frames used for testing. The mean error
computed over the entire sequence and±2σ are shown in solid and dashed magenta respectively. Frames
selected automatically and temporally equidistantly to visually illustrate performance (top three rows), are
designated by green circles on the graph. The last row illustrates an alternative analysis of error by showing
statistics for individual virtual markers, with mean on theleft and standard deviation on the right, averaged
over the entire sequence. Notice that the approach successfully recovers from the miss-tracking that is starting
to present itself at frame78. We believe that the source of the tracking failure here is caused by the ambiguity
in the image evidence; self-occlusions of the body under theparticular placement of the cameras with respect
to the observed pose make it hard to disambiguate true and recovered pose based on image evidence alone.
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Figure 5.19: Tracking using 15-part loose-limbed body model. Results of tracking in a multioccular
sequence from the HumanEva-I dataset are shown for a number of frames. Top three rows show the final
result in terms of most likely sample from the marginal for each part after2 iterations of PAMPAS. The
results are projected into3 synchronized views for clarity (7 views were used for inference). The figure in
the second to last row shows per frame error (in blue) for all201 frames used for testing. The mean error
computed over the entire sequence and±2σ are shown in solid and dashed magenta respectively. Frames
selected automatically and temporally equidistantly to visually illustrate performance (top three rows), are
designated by green circles on the graph. The last row illustrates an alternative analysis of error by showing
statistics for individual virtual markers, with mean on theleft and standard deviation on the right, averaged
over the entire sequence.
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Figure 5.20: Tracking using 10-part loose-limbed body model. Results of tracking in a multioccular
sequence from the HumanEva-I dataset are shown for a number of frames. Top three rows show the final
result in terms of most likely sample from the marginal for each part after2 iterations of PAMPAS. The
results are projected into3 synchronized views for clarity (7 views were used for inference). The figure in
the second to last row shows per frame error (in blue) for all400 frames used for testing. The mean error
computed over the entire sequence and±2σ are shown in solid and dashed magenta respectively. Frames
selected automatically and temporally equidistantly to visually illustrate performance (top three rows), are
designated by green circles on the graph. The last row illustrates an alternative analysis of error by showing
statistics for individual virtual markers, with mean on theleft and standard deviation on the right, averaged
over the entire sequence.
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Partision: Validation

Subject: S2

Action: Walking

# frames: 213

Figure 5.21: Tracking using 15-part loose-limbed body model. Results of tracking in a multioccular
sequence from the HumanEva-I dataset are shown for a number of frames. Top three rows show the final
result in terms of most likely sample from the marginal for each part after2 iterations of PAMPAS. The
results are projected into3 synchronized views for clarity (7 views were used for inference). The figure in
the second to last row shows per frame error (in blue) for all213 frames used for testing. The mean error
computed over the entire sequence and±2σ are shown in solid and dashed magenta respectively. Frames
selected automatically and temporally equidistantly to visually illustrate performance (top three rows), are
designated by green circles on the graph. The last row illustrates an alternative analysis of error by showing
statistics for individual virtual markers, with mean on theleft and standard deviation on the right, averaged
over the entire sequence.
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In the APF algorithm, on the contrary, the strong dependenceon the estimates from previous frame smooths

the posterior at the expense of persistent failures (i.e. when failure occurs it usually persists for many, if not

all, frames). More importantly, our algorithm is fully automatic and is able to estimate the pose at the first

frame as well as track it over time; the APF approach was specifically developed for tracking, consequently

it requires manual initialization.

5.7.6 Analysis of Failures

In the context of pose estimation, while our approach performs reasonably well in most frames, it does

occasionally suffer from failures. In this section we wouldlike to analyze the common failure modes (see

Figure 5.23).

Intuitively, our approach iteratively estimates the plausible domain for the position and orientation of

limbs and the distribution over that domain. Part detectorsare critical in providing the initial guess to the

plausible portion of the state space (domain) that should beconsidered. However, part detectors, are not

always precise and hence the algorithm can become trapped inlocal optima. In particular, since the left and

right limbs are indistinguishable, the only detector that gives clues as to overall orientation (view) of the

body is the head detector. In the absence of reliable head estimates (a common scenario in practice due to

the poor image quality and sparse placement of cameras), themodel suffers from a180 degree ambiguity.

This ambiguity, that is illustrated in Figure 5.23 (top), can be resolved to some extent by the articulation

of the body itself. Joints that have asymmetric degrees of freedom (i.e. hard stops), modeled in our case

by kinematic constraints, can help to resolve this ambiguity in some cases. In other cases, however, where

articulation is minimal, they do not provide reliable distinguishing power (see Figure 5.23 (top)). Intuitively,

the15-part body model should help in these cases, because feet provide additional constraints on the overall

orientation of the body. Unfortunately, floor shadows make it challenging to find feet reliably. Hence, we

have observed limited performance benefit from this more refined model.

It is also worth mentioning that since we work with loopy graphical models, in general our method is not

guaranteed to converge and in the case of convergence is onlyguaranteed to converge to a local optimum. If

the model does not converge, which in our experience happensinfrequently, it can oscillate between solutions

as illustrated in Figure 5.23 (bottom).

5.7.7 Discussion of Quantitative Performance

It may be surprising that for the frames where our algorithm produces visually pleasing results (see experi-

ments in previous sections) the error is still in the range of30–40 (mm). This is in part due to the stringent

error measure criterion employed in this thesis and in part to some error being present in the ground truth data

itself. In general, the visualization may be a bit misleading unless one zooms and closely looks at individual

body parts and joint locations. In particular, so long as themodel overlaps mostly with the body, things tend

to look good (even though individual joints may be off). Consequently, this is why we believe that a well

established quantitative metric, such as the one introduced here, is needed to drive the future research in pose

estimation and tracking.

In many cases where the error is40 (mm) or lower the pose obtained by our approach provides a very

good interpretation of the image, however, there exists little misalignment at the joints (consequently, since

in most camera views pixel corresponds to about5 to 8mm, the joints only need to be off by5 to 8 pixels to
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Dataset: HumanEva-I

Partision: Validation

Subject: S1

Action: Walking

# frames: 391

Error
Mean Std
(mm) (mm)

Loose-Limbed Model 63.8 19.7
Generic APF (250) 109.2 15.9
Generic APF (500) 111.2 15.8
Action-specific APF (250) 65.8 10.2
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Dataset: HumanEva-I

Partision: Validation

Subject: S2

Action: Walking

# frames: 213

Error
Mean Std
(mm) (mm)

Loose-Limbed Model 68.8 18.8
Generic APF (250) 86.7 14.8
Generic APF (500) 81.2 12.2
Action-specific APF (250) 70.0 7.3
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Figure 5.22:Comparison with annealed particle filter. Tracking results produced by our loose-limbed
body model and by Annealed Particle Filter (APF) are illustrated and compared on two sequences, illustrated
in Figures 5.18 and 5.21. Three variants of APF are implemented for comparison (see text for details). All
methods use comparable15-part body models and likelihood functions; for APF this results in kinematic
tree model with40 parameters. Top row, in each case, denotes the sequence used(left) and the statistics for
performance of various methods, averaged over the length ofthe entire sequence, in both table (middle) and
bar plot (right) form. Bottom plot, in each case, illustrates performance for the entire sequence.
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Figure 5.23:Failure modes.One of the most common failure modes of our approach is due to the rotational
symmetry of the body. Since the only detector that is sensitive to the overall orientation of the body is the
head, in the absence of reliable head detection (a common scenario in practice), the overall pose of the body
can potentially be recovered pointing in the opposite direction (top). In the figure, dark limbs correspond
to the left side of the model. This is particularly common in the scenarios where articulations, that also
provide hints as to the overall orientation of the body, are minimal. Notice that the plot on the right, that
illustrates the error as a function of message passing iterations, clearly shows that BP has converged, but in
this case to a wrong solution (which consequently is the local maximum of the joint probability function).
Sometimes, however, lack of correct orientation (or lack ofa good match to the image data in general) may
lead to oscillations between solutions in the inference (bottom). In particular, notice how the legs assume
similar configuration at iteration8 and10 and a competing configuration at iteration9. This is a problem
known in the general loopy graphical model literature.

produce an error of this magnitude). The ground truth motioncapture data is also not perfect, which results

in additional error overhead. There are a number of confounding artifacts that may explain why the motion

capture data may not result in perfect ground truth.

First, the recovered ground truth joints are not exact by definition. There seems to be large variety of

opinions, from the biomechanics16 perspective, as to how accurately the Vicon system can recover joint

positions. In particular, the Vicon software that we are using to extract joints, is developed for Gait analysis

16I would like to thank Lars Mundermannand Stefano Corazza from Stanford’s BioMotion Laboratory for relevant and very insightful
discussions.
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10-part model 15-part model

Part Detectors 47 sec 45 sec
Message Passing 20 sec / iteration 84 sec / iteration
Belief Estimation 10 sec 64 sec
Total

Pose Estimation 259 sec 948 sec
Tracking 99 sec 274 sec

Table 5.4:Runtime speed of inference.All numbers are reported per frame unless otherwise stated.These
results were measured on a single processor 2.0 GHz machine with 1 GB of RAM.

and hence is naturally less accurate for more complex motions. In addition, and for the same reason, the

ground truth joint positions recovered for the upper body tend to be less accurate than lower body joints.

Consequently, since we put markers on regular clothes, instead of body directly (or body suites) our motion

capture data is inherently less accurate than standard methods. It’s hard to quantify to what extent these

artifacts affect our error computations. We would argue, however, that these artifacts are minor with respect

to the errors produced by the algorithm in most cases.

Secondly, since calibration and synchronization of video with motion capture data was done in software,

there is some error present due to the calibration. We conducted a set of simple experiments, where we

manually clicked on unique fixed point in the scene in all views, reconstructed the 3D point corresponding to

the intersection of all rays, then projected it back and looked at the difference between the clicked points and

re-projections. The difference, when converted (under appropriate scaling) into 3D, was in the range of6–20

(mm) depending on where the point was in the scene. Of course, this experiment is biased by the manual

clicking involved (it is hard to click on points in the scene precisely). Furthermore, it is unclear how the

observed re-projection error relates to the joint error measure computed by our approach. Nevertheless, this

suggests that there is some non zero contribution to the observed error due to the calibration.

Even with these problems, we believe that measuring the error in ways advocated by this thesis is mean-

ingful. Particularly so, if one is interested in the relative and not absolute measure of performance. Lastly, it

is worth mentioning that independent studies17 on HUMAN EVA -I dataset have all reported error> 30 (mm)

(typically in the100 (mm) range).

5.7.8 Analysis of Runtime Speed

Currently we have implementations of theloose-limbed body modelin both Matlab and C++. All experiments

in this chapter were done using the C++ version. While significantly faster, then our Matlab implementation,

the C++ version is still relatively slow and does not allow for real-time inference. The overall performance

for a typical run of each one of the two models and modes of operation is illustrated in Table 5.4.

Part detectors present a fixed overhead for each frame, that roughly amounts to45-50 seconds for7 views.

Notice that since part detectors operate on pairs of views, their runtime in general scales exponentially with

the number of views available. The rest of the time spent in PAMPAS, consists of a number of message

passing iterations and a single belief estimation stage at the end. The majority of time in both stages is spent

drawing samples from the product of messages (represented by Gaussian mixtures).

17Results can be found athttp://vision.cs.brown.edu/humaneva/publications.ht ml .
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The model presented here, however, has a great potential forparallelization. Of particular interest is the

parallel implementation on the new multicore architectures, now becoming common.

5.8 Conclusion and Discussion

This chapter has presented a probabilistic method for multioccular, fully automatic, 3D human pose estima-

tion and tracking. We show that aloose-limbed body modelwith continuous-valuedparameters can effectively

represent a person’s location and pose, and that inference over such a model can be tractably performed us-

ing non-parametric belief propagation. The belief propagation framework allows us to avoid distinguishing

between pose estimation and tracking, but instead to use bottom-up part detectors to stabilize the motion

estimation and provide “initialization” cues at every time-step.

The main advantages of our approach are: the complexity of the search task is linear rather than expo-

nential in the number of body parts; bottom-up processes areintegrated at every frame allowing automatic

initialization and recovery from transient tracking failures; the conditional probabilities between limbs in

space and time are learned from training data. Additionally, we exploit a novel data set with synchronized

3D “ground truth” and video data for quantitative evaluation of performance.



CHAPTER 6

Hierarchical Approach for Monocular

3D Pose-Estimation and Tracking

The estimation of 3D human motion (especially in the contextof tracking where initial pose is known) is rel-

atively well understood in controlled laboratory settingswith multiple cameras where a number of Bayesian

inference methods can recover 3D human motion (e.g.[14, 49, 210]). In the previous chapter we addressed

this problem using a novelloose-limbed body modelthat facilitates automatic pose estimation in addition to

tracking. In this chapter we will address the more general problem of articulated 3D pose estimation and

tracking from monocular static images and video.

Most prior methods for 3D human motion estimation, rely on accurate background subtraction and edge

information; this is a strong limitation that prevents their use in more realistic and complex environments.

When the background is changing or the camera is moving, reliable background subtraction is difficult to

achieve. The problems become particularly acute in the caseof monocular tracking where the mapping from

2D image features to a 3D body model is highly ambiguous. Consequently, solutions to the monocular (static

camera) case have so far relied on strong prior models [193],manual initialization [209] and/or accurate

silhouettes [3, 4, 189, 209]. The fully automatic case involving a monocular camera is the focus of this

chapter.

Recent work on 2D body pose estimation and tracking treats the body as a “cardboard person” [111] in

which the limbs are represented by 2D planar (or affine) patches connected by joints (see Section 2.4.2 and

2.4.3). Such models are lower-dimensional than the full 3D model and recent work has shown that they can

be estimated from monocular 2D images [59, 170, 173]. The results are typically noisy and imprecise but

they provide exactly the kind of information necessary to generateproposalsfor the probabilistic inference of

3D human pose. Thus we simplify the 3D inference problem by introducing an intermediate 2D estimation

stage.

While there has been recent work on directly inferring 3D pose from low-level 2D features, these meth-

ods typically rely on accurate background subtraction information [3, 4, 189] which may be difficult to obtain

outside the controlled laboratory setting. Consider, for example, the image in Figure 6.2 (a). A key obser-

vation here is that 2D body models can substitute for silhouettes in these 2D to 3D discriminative inference

methods (see Figure 6.1) and, moreover, provide a richer representation than silhouettes in that the 2D models

represent joint angles and structures internal to standardsilhouettes. This richer model reduces the ambiguity

158
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Image Sampled 3D PoseForeground Silhouette

Figure 6.1:Typical discriminative inference process.Discriminative approaches [2, 3, 4, 189, 206] attempt
to estimate the 3D pose directly from the image features, as illustrated above.

(a) Image/Features (b) Part Proposals (c) 2D Pose Estimation (e) Tracking(d) Sampled 3D Pose

Distribution

Most Likely Sample

Figure 6.2:Example of the hierarchical inference process.(a) monocular input image with bottom up limb
proposals overlaid (b); (c) distributionover 2D limb poses computed using non-parametric belief propagation;
(d) sample of a 3D body pose generated from the 2D pose; (e) illustration of tracking.

in the 2D to 3D mapping.

Recent approaches to 2D articulated human body detection and pose estimation exploit part-based tree-

structured models [59, 93, 122, 170, 174, 178] that capture kinematic relations between body parts. In such

models a body part is represented as a node in a graph and edgesbetween nodes represent the kinematic

constraints between connected parts. These models are attractive because they allow local estimates of limb

pose to be combined into globally consistent body poses. While these distributed models admit efficient

inference methods, that scale in time linearly proportional to the number of body parts, the local nature of

the inference itself is also the Achilles heal of these methods. The image evidence for each part is estimated

independently of the other parts and, without a global measure of the image likelihood of a body pose,

multiple body parts can, and often do, explain the same imagedata.

In particular, for 2D body pose estimation, the “wrong” solutions are often more likely than the “true”

solution. Figure 6.4 illustrates the problem that results when local image likelihood measures for each body

part do not take into account the poses of other parts and do not exploit any knowledge of what image

evidence is left unexplained. This problem is not unique to human pose estimation and applies to other

generic object-recognition domains.

Recent attempts to solve the problems illustrated in Figure6.4 have focused on the use of strong prior

models of body pose that rule out unlikely poses [122]. Theseapproaches are not appropriate for dealing with

unexpected or unusual motions such as those in Figure 6.3. Inparticular, they require that we already know

the activity being observed and that the variation in the pose is within learned limits. Other computational

strategies incrementally explore the space of body poses but give up the formal probabilistic interpretation of

graphical model [170]. In this chapter we argue that such approaches are fighting the wrong image likelihood

and that the solution lies in the proper formulation of this likelihood function. A fully global likelihood is
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Figure 6.3:Silly walks. The detection of 2D body pose in real images is challenging due to complex back-
ground appearance, loose monochromatic clothing, and the sometimes unexpected nature of human motion.
In this scene, strong, activity-dependent, prior models ofhuman pose are too restrictive. The result here was
found by our method which makes weak assumptions about body pose but uses a new occlusion-sensitive
image likelihood.

computationally impractical and consequently we develop aprincipled approximation to the global likelihood

that is sensitive to local occlusion relationships betweenparts.

The resulting 2D pose estimation is an adaptation of theloose-limbed body modelintroduced in the previ-

ous chapter for the purposes of monocular 2D pose estimation. As before, simple body part detectors provide

noisy probabilistic proposals for the location and 2D pose (orientation and foreshortening) of visible limbs

(Figure 6.2 (b)). The pose is estimated by inference in the view-based 2D graphical model representation of

the body. As before we also use a variant of non-parametric belief propagation (PAMPAS) [99, 220] to infer

probability distributions representing the belief in the 2D pose of each limb (Figure 6.2 (c)). The inference

algorithm also introduces hidden binary occlusion variables and marginalizes over them to account for occlu-

sion relationships between body parts. The bi-directionalconditional distributions linking 2D body parts are

learned from examples (similarly to Chapter 5).

This process of using limb proposals and non-parametric inference in a graphical model provides reason-

able guesses for 2D body pose from which to estimate the 3D pose of the body. Sminchisescuet al. [206]

and Agarwal and Triggs [2] learned a probabilistic mapping from 2D silhouettes to 3D pose using a Mixture

of Experts (MoE) model. We extend their approach to learn a mapping from 2D poses (including joint angles

and foreshortening information) to 3D poses. The approach uses a mixture of regularized linear regression

models that are trained from a set of 2D-3D pose pairs obtained from motion capture data.

Sampling from this model provides predicted 3D poses (Figure 6.2 (d)), that are appropriate as proposals

for a Bayesian temporal inference process (Figure 6.2 (e)). Our multi-stage approach overcomes many of

the problems inherent in inferring 3D pose directly from image features. The proposed hierarchical Bayesian

inference process copes with the complexity of the problem through the use of intermediate generative 2D

model.
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Figure 6.4:Fighting the likelihood. (a) shows the ground truth body pose while (b) and (c) show common
failure modes of pictorial structure approaches in which both legs explain the same image data. With local
image likelihoods, the poses in (b) and (c) are often better interpretations of the scene than the truepose.
This can be seen in the plot where 50 frames of a test sequence are evaluated. The blue curves illustrate the
local pictorial structures likelihood. The likelihood of the ground truth is solid blue while the likelihoods for
the two alternative poses (both legs front or both legs back)are shown as dashed lines. The local likelihood
marginally prefers the true pose in only2 out of 50 frames tested. With our proposed occlusion-sensitive
likelihood (shown in red) the true pose is always more likelythan the alternative poses.

We qualitatively and quantitatively evaluate our 2D pose estimation procedure, comparing the perfor-

mance to the state-of-the-art discrete tree-structured model of Felzenszwalb and Huttenlocher [59] and results

published in [122]. We show that our continuous-state, occlusion-sensitive, model is better suited, in terms

of quantitative performance, for 2D pose inference. We alsoquantitatively evaluate the 3D proposals using

ground truth 2D poses. Finally, we test the full hierarchical inference strategy proposed in this chapter on the

monocular sequence in Figure 6.2. We test both automated 3D pose inference from monocular static frames,

as well as tracking.

6.1 Previous Work

Generative, model-based, approaches for recovering 2D articulated pose can be loosely classified into two

categories. Top-to-bottom approaches treat the body as a “cardboard person” [111] in which the limbs are

represented by 2D patches connected by joints. These patches are connected in a kinematic tree [30, 52, 90,
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147, 173, 193, 209] and the pose of the person is represented by a high-dimensional state vector that includes

the position and orientation of the root limb in the global image coordinate frame and the parameters of each

limb relative to its parent in the tree. The high-dimensional state space makes exhaustive search for the body

pose difficult. While impractical for pose estimation from asingle frame, these methods have been shown to

be appropriate and effective for tracking.

In contrast, bottom-up approaches address the dimensionality of the state space by representing each part

independently in the 2D image coordinate frame. In such models a body part is represented as a node in

a graph and edges in the graph represent kinematic constraints between connected parts. This formulation

allows independent search for the parts which are then combined subject to the kinematic constraints. The

results are typically imprecise, but enable automatic initialization (pose estimation). These “Pictorial Struc-

tures” approaches assume the graph of the body is a tree, which makes inference tractable [59, 170, 178].

While efficient Belief Propagation inference methods1 in these graphical models exist [59], they require a

discretization of the state space of 2D limb poses and simpleforms for the conditional distributions relating

connected limbs (see discussion in Section 3.5.2).

The pictorial structures approach also has problems as illustrated in Figure 6.4 where multiple body parts

explain the same image regions. The problems arise from the assumption that the global image likelihood

can be expressed as a product of individual local terms (one per part), without regard to occlusions. As a

result, as shown in Figure 6.4, we find that the true pose is almost always (in48 out of 50 frames tested)

less likely than the alternative hypothesis that corresponds to the local maximum. To deal with this, previous

algorithms have sampled multiple poses from the solution space and then used an external global likelihood

to choose among the sampled hypothesis [59]. This approach however requires smoothing of likelihood

functions, to ensure that the true pose is sampled. The direct maximum a posteriori2 (MAP) estimate of

the posterior almost always results in the undesired solution. Alternatively, Ramanan and Forsyth [170] first

find a solution for one side of the body and then remove the image regions explained by that solution from

future consideration. They then solve for the other side of the body independently. While this sidesteps the

problem it does not explicitly model the possible occlusionrelationships and the algorithmic solution looses

the probabilistic elegance present in the graphical model formulation. A more recent approach of Kumar

et al. [121] acknowledges that occlusions of parts must be accounted for and proposes a layered pictorial

structure model that exhaustively searches over the depth-based layering of parts. The resulting approach is

more robust, but requires video for on-line learning of the layering model.

Alternatively one can impose strong global constraints on the allowed poses that prohibit solutions like

those in Figure 6.4 (b) and (c) [122]. In [122] a single latent variable that accounts for the unmodeled

correlation between parts of the body is added. This may be appropriate when the activity is known and the

range of poses is highly constrained; for example, walking poses can be represented using a small number

of hidden variables [160]. We argue that these strong priorsare invoked to deal with inadequate image

likelihoods. In Figure 6.4 the local likelihoods prefer thewrongsolutions and hence the prior isfightingwith

the likelihood to undo its mistakes. Furthermore strong priors are unable to cope with unusual activities such

1Belief Propagation inference in these graphical models canbe recast and solved using dynamic programming.

2Maximum a posteriori (MAP) (a.k.a.posterior mode) estimation is often used to obtain a point estimate of the posterior distribution.
It is closely related to maximum likelihood (ML) estimation, but can incorporate a prior distribution over the variables, and hence can be
seen as a regularization of ML estimation. Often the MAP estimate is computed in the cases where the expected value of the posterior
density cannot be computed explicitly.
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as the one in Figure 6.3.

The closest work to ours, addresses the problem with the image likelihoods in these decentralized models

in the context of 3D articulated hand pose estimation [219].They explicitly model occlusions in 3D and

deal with distributed reasoning in graphical models using Non-parametric Belief Propagation [220]. The

approach deals with the issue of overcounting image evidence but does not address the problem of having the

model explain as much of the image evidence as possible locally. As a result the particular message passing

order must be imposed to account for the layering of parts. They also only deal with tracking from a hand

initialized pose; here we go further to deal with automatic pose estimation (initialization). Consequently,

our formulation allows for more general likelihoods. Our framework also uses a slightly different inference

approach, from the one introduced in [220], that extends thebasic Particle Message Passing (PAMPAS)

algorithm introduced in previous chapters.

In summary, to address articulated 2D pose estimation from monocular static imagery, we propose a

method for approximating the global likelihood using consistent local likelihoods. This allows us to use a

part-based graphical model of the body and perform inference with a generic approximate BP algorithm,

PAMPAS. Unlike [59] we deal with the continuous estimation of part locations, orientation, foreshortening

and scale. Like previous approaches, for now we assume a known view but multiple views can be searched

simultaneously and it is relatively straightforward to compare the results to select the best view. Without

strong priors, the method finds solutions that better explain the image evidence, and results in more accurate

pose estimation. Also, unlike previous methods [59, 196] weinfer 2D pose as an intermediate step to inferring

the full 3D articulated body pose.

Lee and Cohen [127] also use a bottom-up proposal process andinfer 3D pose parameters using a data-

driven MCMC procedure. Our approach differs in that we breakthe problem into simpler pieces: generate

2D proposals, inference of 2D pose, and prediction from 2D to3D. We are also able to incorporate temporal

coherence (tracking) where appropriate.

The 2D to 3D inference stage has received a good deal of attention with a variety of geometric [147,

222] and machine learning methods [2, 3, 4, 181, 189, 206] being employed. Most previous approaches

have focused on directly inferring 3D pose from 2D silhouettes which may be difficult to obtain in general.

Additionally silhouettes contain less information than our 2D models which represent all the limbs, the joint

angles, and foreshortening. This helps reduce the ambiguities found in matching silhouettes to 3D models

[209] but does not remove ambiguities altogether. Consequently we learn a conditional distribution using

a Mixture of Experts (MoE) model similar to that of Sminchisescu [206] and Agarwal and Triggs [2]. Our

work is similar in spirit to [90] in which 3D poses are inferred from 2D tracking results, but our approach can

infer 3D pose from a single monocular image and does not require manual initialization.

6.2 Modeling a Person

We model a 3D human body using a set ofP (hereP = 10) tapered cylinders corresponding to body parts

and connected by revolute joints. Each part has an associated set of fixed parameters that are assumed to be

known (e.g. length and cross-sectional radius at the two joints). We represent the overall pose of the body

Yt = [Ξt,Γt,Θt]
T at timet using a set of joint anglesΘt, a global positionΞt, and global orientationΓt

in 3D. Joint angles are represented with respect to the kinematic chain along which they are defined using
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unit quaternions (see Kinematic Tree model discussed in Section 2.4.1). For our body model, this results

in Yt ∈ R
47, or Yt ∈ R

55 depending on whether one chooses to model the clavicle joints. We tested our

approach with both parameterizations. For simpler motions(walking) we revert to the lower-dimensional

state space which proved to be adequate, for more complex motions (dancing/ballet) that allow for a higher

degree of flexibility in the body pose we resort to the more complex higher-dimensional parameterization.

In 2D the limbs in the image plane are modeled by trapezoids, obtained by projecting tapered cylinders

from above into image plane. The overall body pose is defined using a redundant representation (introduced

in previous chapter)Xt = {X1,t,X2,t, ...,XP,t} in terms of 2D position, rotation, scale and foreshortening

of parts,Xi,t ∈ R
5. This redundant representation (see Figure 6.5) stems fromthe inference algorithm that

we will employ to infer the pose of the body in 2D. To simplify notation we will drop the temporal sub-script

t where not necessary (e.g.lettingX = {X1,X2, ...,XP} instead ofXt = {X1,t,X2,t, ...,XP,t}, since 2D

inference is done independently at every frame).

Notice that the decentralized, redundant, representationof the pose introduced in the previous section

is only being employed for the 2D body pose, not for the 3D pose. The reason for this stems from the

architecture we choose for our hierarchical framework. Since, inference from 2D pose to 3D pose takes form

of the Mixture of Experts, or put simply multivalued regression, there is little benefit in using decentralized

loose-limbed body model representation for the 3D pose; doing so would increase overall dimensionality of

the 3D pose, without any computational benefit.

6.3 Finding an Articulated Pose of a Person in 2D

In 2D, the body is represented as a graphical model (Figure 6.5) in which nodes in the graph correspond to

the rigid body parts and undirected edges to the probabilistic constraints between parts encoded using pairs

of consistent conditional distributions. This redundant but decentralized representation allows for tractable

inference, by partitioning the search for the pose in a high dimensional space into a number of lower di-

mensional distributed searches that collaborate to infer the overall state of the body, subject to the imposed

constraints.

6.3.1 Likelihood

To estimate the pose of an object we must be able to evaluate how well different body configurations explain

observed image data. We formalize this using a probabilistic likelihood function that takes a body pose and

the image evidence and returns the likelihoodof the pose. The desired properties of a good likelihood function

lie in its robustness to partial occlusions, camera noise, changing lighting and the variability of appearance

of the body. We will build on the likelihood formulation introduced in Section 5.4, extending it to account

for self-occlusions of the body that may result from articulation of the body itself under particular viewing

direction. While self-occlusions can also present themselves in multi-camera scenarios, in practice they are

much more problematic in monocular imagery. In multi-camera observations occlusions typically occur in

only one of the many views of the object, and hence can often beignored (as we have done in Chapter 5).
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Figure 6.5:Representing 2D body as a graph. Figure (a) shows the representation of the 2D body as a
graph with body parts labeled using the corresponding node numbers; (b) shows the corresponding tree-based
representation of the body, and (c) our extended body model that contains additional occlusion constraints
designated by edges in blue; (d) shows actual directed graphical model interactions encoded by a single blue
edge in (c) betweenX2 andX4; I is the image evidence.

Global vs. Local Image Likelihoods

Given the state of the bodyX, we define a global likelihoodφ(I|X) in terms of some featuresI (with slight

abuse of notation) observed in an image. For continence, we assume that these features are defined per-

pixel and on a pixel grid. To support distributed modeling ofthe body we write this global likelihood as the

product of local likelihood termsφ(I|X) ∝ ∏i∈[1,...,P ] φi(I|Xi). Drawing inspiration from [59] and [260],

we define local likelihoods, as in previous chapter, in termsof the product of individual pixel likelihoods

in sub-regions of the image that are defined by the local stateXi. For clarity we re-state the likelihood

formulation introduced in Section 5.4, in a slightly more general form, here.

Formally, we assume that pixels in an feature image,I, can be partitioned into three disjoint sub-sets

Ω1(Xi) ∪ Ω2(Xi) ∪ Ω3(Xi) = Υ, whereΥ is the set of all pixel grid positionsu ≡ (x, y) in an image;

Ω1(Xi) is the set of pixels enclosed by parti as define by the stateXi; Ω2(Xi) contains the pixels outside

part i that are statistically correlated with the parti (for example pixels in the border slightly outside the
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limb); andΩ3(Xi) ≡ Υ − (Ω1(Xi) ∪ Ω2(Xi)) which corresponds to the set of pixels where we assume no

correlation of the image statistics based on the pose of parti. Assuming pixel independence in the feature

image, we write the local likelihoodφ(I|Xi) for the parti as a product of individual pixel probabilities as

φi(I|Xi) =
∏

u∈Ω1(Xi)

p1(Iu)
∏

s∈Ω2(Xi)

p2(Is)
∏

r∈Ω3(Xi)

p3(Ir) (6.1)

for featuresIu, u = (x, y) ∈ Υ.

The standard pictorial structures silhouette likelihood,(denoted byFG in Chapter 5) [59] can easily be

written in this form,

φi,fg(I|Xi) =
∏

u∈Ω1(Xi)

p1,FG(Iu)
∏

s∈Ω2(Xi)

p2,FG(Is)
∏

r∈Ω3(Xi)

p3,FG(Ir), (6.2)

by lettingIu be a silhouette image obtained by background subtraction (i.e. Iu ≡ FGc(x, y) using notation

of Chapter 5) and by setting

p1,FG(Iu) =

{

q1 if Iu = 1

1− q1 otherwise

p2,FG(Iu) =

{

q2 if Iu = 1

1− q2 otherwise

p3,FG(Iu) = 0.5 (6.3)

for some constants0 ≤ qi ≤ 1. For other non binary features such as limb/skin color (denoted here byC) we

can expressp1,C(Iu) andp2,C(Iu) as a per pixel ratio of learned foreground and background distributions;

for example

p1,C(Iu) =
pskin(Iu)

pskin(Iu) + pbkgd(Iu)

p2,C(Iu) =
pbkgd(Iu)

pskin(Iu) + pbkgd(Iu)

p3,C(Iu) = 0.5 (6.4)

whereIu, in this case, is simply a pixel value of the original image.

Occlusion-sensitive Local Likelihoods

The above formulation is only valid if the local termsφi(I|Xi) for i ∈ [1, ..., P ] are independent. In absence

of occlusions, this assumption holds and likelihoods factor. When limbs occlude each other, however, the

assumption does not hold and the product of local likelihoods gives a poor approximation to the global

likelihood (see Figure 6.4).

To allow a similar decomposition (and hence distributed inference) when occlusions exist, we augment

the state,Xi, of limb i with two sets of binary hidden variablesVi = {vi,u} and V̂i = {v̂i,u}, whereu is

a pixelu ∈ Υ. Let vi,u = 0 if pixel u for the parti is occluded by any other body part, and1 otherwise.
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Intuitively this corresponds to the “visibility” of the part i at a given pixelu. Notice that ifvi,u = 1 for some

pixel u ∈ Ω1(Xi), then we know that parti at a given poseXi generated pixelu in the image. Similarly we

let v̂i,u = 0 if at pixel u for part i atXi is occluding any other part, and1 otherwise. IntuitivelyV̂i encodes

which pixels in the image could possibly be explained by other body parts that are further away from the

camera. In particular, ifvi,s = 1 andv̂i,s = 1 for a pixel slightly outside parti, s ∈ Ω2(Xi), then that pixel,

s, must have been generated by a background model (since by definition there cannot be any other part in

front or behindi at s). Intuitively Vi andV̂i in conjunction allow the likelihood to not only be sensitiveto

occlusions [219] but also to reason locally about globally plausible explanations of the image. In other words,

each limb maintains a summary of what is in front and behind itvia binary masksVi andV̂i.

An illustration of these visibility variables is shown in Figure 6.6. For example, Figure 6.6 (c) indicates

that the torso is occluded by the lower arm (vi,u = 0) and Figure 6.6 (g) indicates that the arm is occluding

part of the torso (̂vi,u = 0).

Modifying our likelihood, to take into account the hidden per-pixel binary occlusion variables we have

φi(I|Xi, Vi, V̂i) =
∏

u∈Ω1(Xi)

[p1(Iu)]
vi,u

∏

s∈Ω2(Xi)

[p2(Is)]
vi,sv̂i,s

∏

r∈Ω3(Xi)

[p3(Ir)]
vi,rv̂i,r . (6.5)

Notice thatvi,u andv̂i,u are simply used as selectors. If pixelu ∈ Ω1(Xi) is unoccluded then contribution of

pixel u, p1(Iu), to the likelihood will be considered. Similarly, if pixels ∈ Ω2(X1) is both unoccluded and

unexplained then its contribution will be considered as well. Pixels for whichvi,u = 0 and/orv̂i,u = 0 will

have constant likelihood1.

The per-pixel occlusion-sensitive likelihoods are shown in Figure 6.6 for the torso (e) and lower arm

(h). The local estimate of the global likelihood is simply the product of the pixel likelihoods, where brighter

indicates more likely.

It is important to note that conditioned on the sets of hiddenvariablesVi and V̂i the local likelihoods

φi(I|Xi, Vi, V̂i) are truly independent ifVi and V̂i are consistent across alli ∈ [1, ..., P ]. By consistency

here we mean that parts do not assume mutually occluding states for example (meaning that there may exist

only one parti for which vi,u = 1, for all othersvj,u = 0, wherej ∈ [1, ..., P ]/i). This ensures that

φ(I|Y) ∝∏i∈[1,...,P ] φi(I|Xi, Vi, V̂i) always holds.

6.3.2 Modeling Constraints

The 2D body in our decentralized model is represented by constraints between the parts that express tradi-

tional kinematic relationships (similar to those described in Section 5.3.1 but in 2D) as well as occlusion

relationships between possibly occluding parts.

Occlusion Constraints

Enforcing the consistency of the hidden occlusion variables Vi and V̂i requires reasoning that involves all

potentially occluding and occluded parts for any given nodei. We can express these occlusion constraints

using pairwise potential functionsψO
ij(Xj, Vj, V̂j ,Xi, Vi, V̂i) between every pair of potentially occluding

partsi andj. We formally encode the consistency of all occlusion relationships between parti andj using

the unnormalized distribution:



168

(a) (c) (d) (e)

(b) (f) (g) (h)

Figure 6.6:Occlusion-sensitive likelihood. Two overlapping parts (torso and lower arm) are shown in (a).
The solid regions correspond toΩ1 while the regions outside but enclosed by the line correspond toΩ2. (b)
shows the observed silhouette; (c) and (f) show the state of the hidden variablesVi for the torso and left
lower arm respectively; (d) and (g) show the corresponding states of theV̂i’s; (e) and (h) shows the per pixel
local occlusion-sensitive likelihoods with pixel brightness corresponding to high probability. Notice that in
the cases where a part is both occluded and occluding other parts, bothVi andV̂i will contain non-uniform
structure.

ψO
ij(Xj, Vj, V̂j ,Xi, Vi, V̂i) ∝

∏

u∈Υ







0 if Xj occludesXi, u ∈ Ω1(Xj), vi,u = 1

0 if Xi occludesXj, u ∈ Ω1(Xi), vj,u = 1

0 if Xj occludesXi, u ∈ Ω1(Xi), v̂j,u = 1

0 if Xi occludesXj, u ∈ Ω1(Xj), v̂i,u = 1

1 otherwise

(6.6)

Intuitively this simply enumerates all inconsistent casesand assigns them0 probability. The first case for

example can be interpreted as the following: ifXj occludesXi and any pixelu is inside the image region of

occluding partj, thenvi,u corresponding to the visibility of the occluded parti at the pixelu must be set to

0.

Kinematic Constraints

Every pair of connected parts(i, j) in the body also has an associated kinematic potential function that

enforces kinematic constraints and positions of joints. Asbefore, see Section 5.3.1, potentials are modeled
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using convienient robust Gaussian mixture representationbut in 2D. Also, as before, we learn the conditional

distributions, corresponding to these potential functions, directly instead of indirectly deriving them from the

joint distributions(see discussion in Section 5.3.1). Theconditionaldistributionswere learned separately for8

view-based models using 3D motion capture data. The training motion capture data was partitioned according

to the relative heading of the body with respect to the cameraviewing direction at45 degree increments. The

3D body pose was projected into a desired camera view and the conditionals were learned from the 2D

projections of individual limbs. As before, we used a standard iterative Expectation-Maximization (EM)

algorithm with K-means initialization for learning the Gaussian mixture model (GMM) (see Algorithm 1 in

Section 3.4.2 for details). For all experiments in this chapter we usedMij = 8 mixture components.

6.3.3 Inference

Inference in the standard pictorial structures model involves estimating the location and pose of every body

part. With our occlusion-sensitive model we have the additional problem of dealing with the hidden occlusion

variables. Given the formulation above, the joint probability for the graphical model withP body parts, can

be written as

p(X1,X2, ...,XP |I) ∝
∑

Vi

∑

V̂i

[
∏

ij

ψK
ij (Xj ,Xi) (6.7)

∏

ij

ψO
ij(Xj , Vj, V̂j,Xi, Vi, V̂i)

∏

j

φi(I|Xj , Vj, V̂j)]

whereXi represents the state of the limbi; ψK
ij (Xj ,Xi) is the kinematic compatibility term between the

connected nodesi andj; ψO
ij(Xj, Vj, V̂j ,Xi, Vi, V̂i) is the occlusion compatibility between potentially oc-

cluding nodesi andj andφi(I|Xi, Vi, V̂i) is the local image likelihood. The two summations marginalize

over the hidden occlusion variables inVi andV̂i. Notice, unlike other graphical models introduced in this the-

sis where the states are either continuous or discrete, the model introduced here has both continuous variables

(corresponding to the 2D location of parts) and discrete variables (corresponding to per-pixel occlusions).

We solve for the part poses using belief propagation where the message update equations are:

mK
ij (Xj) =

∫

Xi

∑

Vi

∑

V̂i

[ψK
ij (Xj ,Xi)

φi(I|Xi, Vi, V̂i)
∏

k∈A/j

mK
ki(Xi)m

O
ki(Xi, Vi, V̂i)], (6.8)

mO
ij(Xj, Vj, V̂j) =

∫

Xi

∑

Vi

∑

V̂i

[ψO
ij(Xj, Vj, V̂j ,Xi, Vi, V̂i)

φi(I|Xi, Vi, V̂i)
∏

k∈A/j

mK
ki(Xi)m

O
ki(Xi, Vi, V̂i)]. (6.9)

Inferring the state of the 2D body in our graphical model representation corresponds to estimating the

belief (marginal) at each node in a graph,
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(a) (b)

(c)

Figure 6.7:Occlusion-sensitive inference. Figure (a) shows the proposal distributions for the six body parts
drawn from the ground truth pose and corrupted by Gaussian noise. Both left and right calves are initialized
intentionally incorrectly on the left calf in the image; (b) shows the mean of the marginal distribution for each
part after 3 iterations of belief propagation (BP). Figure (c) shows100 samples from the marginal distributions
after one, two and three iterations of BP. Notice that we initialize from a local maximum of the traditional
likelihood function, precisely the place where most algorithms get “stuck”, yet our algorithm is still able to
recover the correct pose.

bi(Xi) =
∑

Vi

∑

V̂i

φi(I|Xi, Vi, V̂i)
∏

k∈A

mK
ki(Xi)m

O
ki(Xi, Vi, V̂i). (6.10)

We use PAMPAS [99], as in previous chapters, to deal with this task. The messages are approximated

using a kernel density formed by propagating particles through a conditional density (see Section 3.7 for

details). In all the experiments we used100 particles which, when propagated through the conditionals

represented by mixtures of8 Gaussians, resulted in density representation for the messages withN = 800

Gaussian kernels. We modify the method to include an annealing step [52] with each iteration of PAMPAS,

as discussed in Section 3.7.7, that gradually introduces the effects of peaks in our local likelihoods. For the

details on how the message updates are carried out using stratified sampling from the products of messages

and a static proposal distribution see Algorithm 6 in Section 3.7. The illustration of the inference using

PAMPAS with occlusion-sensitive likelihoods can be seen in Figure6.7. Consequently, in Figure 6.7 we

start intentionally from undesired initial conditions, where both legs are found in the same location; yet our

occlusion-sensitive model is able to successfully recoverfrom this local maximum.
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Message Updating for Occlusion Messages

It is intractable to sample occlusion variablesVi and V̂i due to the exponentially large number of possible

occlusion mask configurations. Consequently we approximate the computation of the marginals using an

analytic procedure introduced in [219]. Assuming we know depth ordering for the parts in a given view we

compute the approximate messagemO
ij(Xj, Vj, V̂j) for Vj and V̂j explicitly. To do so, we must consider

two cases: (1) whereXj is occluded byXi and (2) whereXi is occludingXj. We assume that potentially

occluding parts have a known and unchanging depth order to simplify the formulation. In general, we could

introduce an additional discrete hidden variable designating the depth order between parts and marginalize

over it as well, which would lead to a more complex inference scheme.

If Xj is occluded byXi the message fromXi to Xj about the state of̂Vj is uninformative and can be

written in terms of individual per-pixel hidden binary variables asmO
ij(v̂j,u = 1) = 1, for all u ∈ Υ. The

message forVj is informative, however, and can be approximately computedasmO
ij(vj,u = 1) ∝ 1− p(u ∈

Ω1(Xi)), wherep(u ∈ Ω1(Xi)) is simply the probability of pixelu ∈ Υ being inside the projection ofXi.

Similar expressions can be derived for the case whereXj is occludingXi.

We can now approximate the marginal probability of a pixelu being “visible” for partj, p(vj,u = 1), by

taking a product over all potential occluders,

p(vj,u = 1) ∝
∏

i

mO
ij(vj,u = 1). (6.11)

Sincevj,u is binary, the occlusion probability is simplyp(vj,u = 0) = 1−p(vj,u = 1). Similarly forp(v̂j,u =

1) ∝ ∏i m
O
ij(v̂j,u = 1), wherep(v̂j,u = 1) is the marginal probability of the pixelu not being explained by

any other parti that is behind partj (further away from the camera). Computation of these marginals amount

to “projecting” the distribution (represented in terms of weighted particles) for every possible occluderXi

into the image and summing over the resulting weighted binary masks (with normalization).

We can now re-write the likelihood functions in terms of the marginal probabilitieszj,u ≡ p(vj,u = 1)

andẑj,u ≡ p(v̂j,u = 1),

φi(I|Xj , Vj, V̂j) = (6.12)
∏

u∈Ω1(Xj)

[(1− zj,u) + zj,up1(Iu)]

∏

s∈Ω2(Xj)

[(1− zj,sẑj,s) + zj,sẑj,sp2(Is)]

∏

r∈Ω3(Xj)

[(1− zj,rẑj,r) + zj,rẑj,rp3(Ir)] .

This equation downweights the image evidence for the partj at a pixelu ∈ Ω1(Xj) as the proba-

bility of that pixel’s visibility decreases (occlusion probability increases). Similarly, it also downweights

the image evidence at the pixels ∈ Ω2(Xj) as the probability of that pixel being explained by another

body part further away from the camera increases. Notice that this likelihood can be implemented effi-

ciently by only considering regions of the imageΩ1(Xj) andΩ2(Xj) for a givenXj , and precomputing
∏

r∈Υ

[(1− zj,rẑj,r) + zj,r ẑj,rp3(Ir)].
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Limb Proposals

Plausible poses/states for some or all the body parts are needed as proposals to initiate inference (see Sec-

tion 3.7.3). There exist a number of efficient methods for detecting 2D body parts in an image [127, 147, 176].

Among them approaches for face detection [236], skin color-based limb segmentation [127, 128], and color-

based segmentation exploiting the homogeneity and the relative spatial extent of body parts [127, 128, 147,

176]. Here we took a simple approach and constructed a set of proposals by coarsely discretizing the state

space and evaluating local part-based likelihood functions at these discrete locations. For all of the exper-

iments here we discretized the state space into5 scales,5 foreshortenings,20 vertical and20 horizontal

positions, and8 rotations. Out of5× 5× 20× 20× 8 = 80, 000 evaluated discrete states, we chose the100

most likely states for each part and used these as a particle based proposal distribution for belief propagation.

It is important to note that not all parts need to be detected and, in fact, detecting all the parts is largely

impossible due to the self occlusions. To initialize the search we used, as in Chapter 5, proposals for 6 parts:

torso, head and four outermost extremities. All other partswere initialized with a uniform distribution over

the entire state space.

6.4 Proposing 3D Body Model from 2D

In order to produce estimates for the body in 3D from the 2D body poses, we need to model the conditional

distributionp(Y|X) of the 3D body stateY given 2D body stateX. Intuitively this conditional mapping

should be related to the inverse of the camera projection matrix and, as with many inverse problems, is highly

ambiguous.

To model this non-linear relationship we use a Mixtures of Experts (MoE) model to represent the con-

ditionals [3, 4, 206]. The more complete definition of MoE model and the learning procedure can be found

in Section 3.8.2, here we briefly restate3 the process for convenience. The parameters of the MoE modelare

learned by maximizing the log-likelihood of the training data setD = {(x1, y1), ..., (xN, yN)} consisting of

N input-output pairs(xi, yi). We use an iterative Bayesian EM algorithm, based on maximumlikelihood, to

learn parameters of the MoE. Our model for the conditional can be written as:

p(Y|X) =

M∑

m=1

pe(Y|X, zm = 1, θe,m)pg(zm = 1|X, θg,m) (6.13)

wherepe(Y|X, zm = 1, θe,m) is the probability of choosing poseY given the inputX according to them-th

expert, andpg(zm = 1|X, θg,m) is the probability of that input being assigned to them-th expert using an

input sensitive gating network; in both casesθ represents the parameters of the mixture and gate distributions.

For simplicity and to reduce complexity of the experts we choose linear regression with constant offset

Y = βX + α as our expert model (this is a simple generalization of the linear regression model described

in Section 3.8.1), which allows us to solve for the parameters θe,m = {βm, αm,Σm} analytically using the

weighted linear regression. The expert model can be writtenas follows:

3Notice that hereX is the variable we are conditioning on andY is the variable we are trying to infer; opposite is true for the notation
in Section 3.8.2.
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Figure 6.8:Hierarchical inference. Graphical model representation of the hierarchical inference process;
(a) illustrates the 2D body model used for inference of the 2D pose at every frame, with kinematic constraints
marked in black, and occlusion constraints in blue, and (c) the Hidden Markov Model (HMM) used for
inferring and tracking the state of the 3D body,Yt, over timet ∈ [1, ..., T ], using the hierarchical inference
proposed, in which proposals for each node,Y, are constructed from 2D body poseX using the model in
(b).

pe(Y|X, zm = 1, θe,m) =
1

√

(2π)dY |Σm|
exp− 1

2∆T
mΣ−1

m ∆m , (6.14)

wheredY is the dimensionality of the 3D poseY, βm andαm regression parameters,Σm is the covariance

of the kernel regressor, and

∆m = Y − βmX− αm. (6.15)

Pose estimation is a high dimensional and ill-conditioned problem, so simple least squares estimation

of the linear regression matrix parameters typically produces severe over-fitting and poor generalization.

To reduce this, we add smoothness constraints on the learnedmapping. We use a damped regularization

termR(β) = λ||β||2 that penalizes large values in the coefficient matrixβ, whereλ is a regularization

parameter (a.k.a.ridge regression). Larger values ofλ will result in overdamping, where the solution will be

underestimated, small values ofλ will result in overfitting and possibly ill-conditioning. Since the solution of

the ridge regressors is not symmetric under the scaling of the inputs, we normalize the inputs{x1, x2, ..., xN}
by the standard deviation in each dimension respectively before solving4.

The weighted ridge regression solution for the parametersβk andαk can be written in matrix notation as

follows,

[

βm

αm

]T

=

[

DT
X

diag(Zm) DX + diag(λ) Zm

ZT
m ZT

mZm

]−1 [

DT
X

ZT
m

]

diag(Zm) DY, (6.16)

whereZm = [z
(1)
m , z

(2)
m , ..., z

(N)
m ]T is the vector of ownership weights described later in the section and

diag(Zm) is diagonal matrix withZm on the diagonal;DX = [x1, x2, ..., xN] andDY = [y1, y2, ..., yN] are

4To avoid problems with 2D and 3D angles that wrap around at2π, we actually regress the(cos(θ), sin(θ)) representation for 2D
angles and unit quaternionq = [qx, qy , qz , qw]T representation for 3D angles. After the 3D pose is reconstructed we normalize the
not-necessarily normalized quaternions to valid 3D rotations. Since quaternions also suffer from thedouble coverproblem, where two
unit quaternions correspond to every rotation, care must betaken to ensure that consistent parameterization is used.
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vectors of inputs and outputs formed from the training dataD.

Maximization for the gate parameters can be done analytically as well. Given the gate model,

pg(zm = 1|X, θg,m) =
1

√

(2π)dX |Λm|
exp− 1

2 (X−µm)TΛ−1
m (X−µm) (6.17)

maximization of the gate parametersθg,m = (Λm, µm) becomes similar to the mixture of Gaussians estima-

tion, where

µm =

N∑

n=1

z(n)
m xn/

N∑

n=1

z(n)
m (6.18)

Λm =
1

∑N
n=1 z

(n)
m

N∑

n=1

z(n)
m [xn − µm][xn− µm]T (6.19)

andz(n)
m is the estimated ownership weight of the examplen by the expertm estimated by expectation

z(n)
m =

pe(yn|xn, z
(n)
m = 1, θe,m)pg(z

(n)
m = 1|xn, θg,m)

∑M
j=1 pe(yn|xn, z

(n)
j = 1, θe,j)pg(z

(n)
j = 1|xn, θg,j)

. (6.20)

The above outlines the full EM procedure for the MoE model. Welearn MoE models for two classes of

actions: walking and dancing. Examples of the ground truth 2D query poses with corresponding expected 3D

body poses can be seen in Figure 6.9 (a) and (b) respectively. Similar to [3, 4] we initialize the EM learning

by clustering the output 3D poses using the K-means procedure. We learn a single conditional MoE model

that we use for all view-based 2D pose estimates. We experimented with learning of view-based conditional

MoE models, but they tended to have artifacts at view boundaries and suffered from overfitting.

Implementation Details

Instead of learning the full conditional modelp(Y|X), we learn two independent modelsp(Γ|X) andp(Θ|X)

one for the pose of the 3D bodyp(Θ|X) given the 2D body poseX, and one for the global orientation of the

bodyp(Γ|X). The reasoning for this is twofold. First, this partitions the learned mapping into a fully camera-

independent model for the posep(Θ|X), and the more specific camera-dependent model for the orientation of

the body in the worldp(Γ|X). Second, we found that the optimal damping coefficient is significantly different

for the two models, therefore imposing a single joint conditional model (and hence a single coefficient) would

result in somewhat larger reconstruction error. Estimation of the depthp(Ξ|X) is done analytically (using

simple regression) by considering the estimated position and overall scale of the 2D body.

6.5 Tracking in 3D

Once the distribution for the 3D body pose at every frame is inferred using the conditional MoE model

described, we can incorporate temporal constraints to regularize the individual 3D pose estimates by track-

ing. We exploit the relatively standard undirected variantof the Hidden Markov Model (HMM) shown in

Figure 6.8 (c). To infer the state ofYt at every framet given the temporal potentialψT (Yt,Yt+1) =

N (Yt −Yt+1; 0,ΣT ), with learned covariance matrixΣT , we use the same inference framework of PAM-

PAS. Unlikemany competing approaches, we allow the model to optimize the pose estimates not only forward
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Figure 6.9:Proposed 3D pose. (a) Synthetic query 2D body pose, obtained from projected motion capture
data; (b) expected 3D pose produced by the learned action-specific Mixture of Experts (MoE) model. (c)
Ground-truth 3D body pose; (d) and (e) illustrate the projection of the expected 3D pose shown in (b) onto
the original and one alternative image view.

but also backward in time in a batch (this amounts to temporalsmoothing).

The likelihood,φ(It|Yt), of observing the 3D poseYt at time t given image evidenceIt is defined

in terms of Chamfer distance of the projected poseYt to the silhouettes and edges obtained fromIt using

standard techniques.

6.6 Experiments

In this section we present a set of quantitative and qualitative experimental results for testing various stages

of our hierarchical inference framework, as well as the framework as a whole. We first test how well we can

recover the 2D pose independently in each frame using ourocclusion-sensitive loose-limbed body modelin

Section 6.6.1; we then analyze how well our discriminative MoE model can predict the 3D pose from the 2D

poses recovered at every frame, in Section 6.6.2; finally, webriefly explore the benefits of adding temporal
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Figure 6.10:Quantitative performance evaluation of 2D pose estimation. Mean error of the joint locations
for each frame of 50 frame image sequence with ground truth [197]. For the description of the metric see
text.

consistency (tracking) into our hierarchical framework inSection 6.6.3.

6.6.1 Monocular 2D Pose Estimation

We learned occlusion-sensitive models for8 discrete views of a person including frontal, side and 3/4 views.

For each view we assume the depth ordering of the body parts isknown. The kinematic constraints between

parts were learned from projected motion capture data. In all experiments the likelihood uses a combination

of silhouette and color/intensity information (assuming independence). Color was primarily used to achieve

robustness in the cases where silhouettes were ambiguous orunreliable in localizing a given part. For the

silhouette likelihood we used the pictorial structures type model and learnedp1,FG(Iu = 1) = q1 and

p2,FG(Is = 1) = q2 using the procedure described in [59]. Similar to [59] we assumed thatp3,FG(Ir = 1) =

0.5. For the color/intensity likelihood we learned a kernel density model for each part and the background.

For frontal views, the lack of self occlusion means that treebased approaches will usually perform well.

Consequently we focus on the more challenging side-views containing occlusion. We quantitatively compare

our approach (PAMPAS-OS) to leading tree-based methods using50 frames from the Brown ground truth

sequence, obtained similarly to the HUMAN EVA -I dataset described in Section 5.7.1. Unlike HUMAN EVA -

I, the dataset used in this chapter contains images from4 synchronized greyscale cameras (instead of7

in HUMAN EVA -I); however, we only employ images from one camera (BW1) forinference. Additional

description of the data used in this chapter will be given in the next section. To evaluate performance of our

2D method, we extend the error metric presented in Chapter 5.As before, the proposed metric computes

the average distance error between a set of15 virtual marker locations corresponding to the joints. However,

since our pose in this case is in 2D, the distance is computed in the image plane, instead of the world; the

resulting error is in (pixels).

For comparison we implemented two tree-based methods: pictorial structures (PS-Tree) [59] and a variant
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Strong Discrete Mean Error Std. of Error
Prior State (pixels) (pixels)

PAMPAS-OS No No 10.33 2.25
PAMPAS-Tree No No 16.40 3.67
PS-Tree No Yes 20.84 6.64
PS-Tree [122] No Yes 13.79 3.99
LBP [122] Yes Yes 12.00 3.99
Factor [122] Yes Yes 6.42 1.55

Figure 6.11: Overall performance comparison of 2D pose estimation.Performance of the occlusion-
sensitive inference compared with two tree-based algorithms implemented by us. We also compare to the
results reported by [122] on the same image sequence.

of our approach that does not model occlusions (PAMPAS-Tree) by simply removing the occlusion constraints

from our model. Figure 6.10 shows the mean error for15 markers at every frame for the three methods; the

statistics, for comparison, are shown in Figure 6.11. Following [122] we deal with the left/right ambiguity by

switching the left/right limbs and reporting the interpretation with a smallest error. Notice, that for the results

reported in Figures 6.10 and 6.11 we are estimating the pose independently at every frame (i.e. only doing

pose estimation, not tracking).

Our occlusion-sensitive inference approach outperforms pictorial structures by 50% (25% for the im-

plementation in [122]1). We found that occlusion-reasoning accounts for a 37% performance gain over the

simple PAMPAS-Tree method. According to the published literature [122] our approach also outperforms

max-product loopy-BP, but does not do as well as the common-factor model (Factor) presented in [122]. This

is not surprising, since the common-factor model uses a walking prior learned for this data. Our approach

does not assume a strong prior on the motion or style, insteadit only encodes weak prior5 on the relative

position of neighboring limbs.

Figure 6.12 illustrates the behavior of PS-Tree, PAMPAS-Tree and PAMPAS-OS on a few frames of the

sequence. As expected we observed many failures in the pictorial structures model due to the overlapping

parts (e.g. see Figure 6.12 (a)). PAMPAS-Tree, not surprisingly had similar modes of failure while the

occlusion-sensitive PAMPAS-OS does a better job of explaining the image evidence (as canbe seen from

the results in Figure 6.11 and quantitative comparison in Figure 6.10).

In addition to the quantitative experiments we also ran our model on less structured scenarios from TV

and movies for which strong prior models will typically not work. Figure 6.13 illustrates two representative

results. In both cases, camera motion makes background subtraction difficult. Crude background subtraction

was obtained using homographies estimated between2 frames sufficiently far apart in time (using the code

from http://www.robots.ox.ac.uk/ ∼vgg/ ). Estimated homographies allow us to compensate for the

camera motion and use frame differencing to obtain very rough estimates for the foreground silhouette (see

Figure 6.13 (c)). Color likelihoods were defined as in [170].

Our current un-optimized implementation of PAMPAS-OS in Matlab takes roughly 5 minutes for mes-

sage passing, and 1.5 minutes for belief estimation per frame. The occlusion constraints account for a 43%

1Our independent implementation of PS-Tree [59] resulted insomewhat larger error than reported in [122].

5Consequently, while in this thesis we advocate the use of weak prior models due to their generality, the models introduced here do
not prevent the use of strong priors. To the contrary, the loose-limbed models we introduced can easily be extended to include priors of
the form explored in [122] to boost performance in specific domains.
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(a)

(b)

(c)

Frame 2 Frame 24 Frame 49

Figure 6.12:Visual performance evaluation of 2D pose estimation. (a) MAP estimates for the tree-based
implementation of pictorial structures on three frames from our test sequence. Performance of occlusion-
insensitive and occlusion-sensitive PAMPAS is shown in (b) and (c) respectively. The top rows show100
samples from the marginal distribution at every node (belief) after 5 iterations of BP, and bottom rows the
weighted mean computed over those samples. BP was run using100 particles which resulted in theN = 800
Gaussian kernel mixtures for the messages.

overhead over PAMPAS-Tree.

6.6.2 Monocular 3D Pose Estimation

In previous section we tested the performance of one of the key components of our hierarchical framework,

that allows us to reliably recover the 2D pose of the person from monocular images (independently at every

frame). We showed that our occlusion-sensitive model performs better then other methods tested. In this
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(a)

(b)

Figure 6.13:Occlusion-sensitive reasoning in movies. Results on frames from TV/films. Left column in (a)
and (b) shows100 samples from the marginal distribution (belief) after3 iterations of BP, and right column
shows the weighed mean pose. In both cases very rough and noisy background subtraction was obtained by
estimating homographies between2 frames from the sequence sufficiently far apart in time. Example of the
rough background subtraction obtained in this way for the image in (b) is illustrated in the last row.

section, we investigate the second major component of our framework, that allows us to infer the 3D pose of

the person from 2D pose estimates; for now, still from singlemonocular images. We first conduct a set of

synthetic experiments that allows us to quantitative test how well our Mixture of Experts (MoE) model can

recover 3D pose in general, assuming the 2D pose is known6. We than show how this learned MoE model

can be used to recover the 3D pose from the real 2D poses obtained in the previous section.

Datasets. For all experiments presented in this section we used two datasets that exhibit two different

types of actions:walking anddancing. Both datasets contain a number of motion capture examples used

for training, and a single synchronized motion capture example with multi-view video used for testing (the

same as in previous section). Video was captured using 4 stationary grayscale cameras at 60 Hz, and 3D

pose was captured using a Vicon system at 120 Hz. The motion capture (mocap) was aligned to video

and sub-sampled to 60 Hz, to produce synchronous video/mocap streams. All cameras were calibrated using

standard calibration procedures.Walking dataset [197] contains4587 training and1398 testing poses/frames;

dancing: 4151 training and2074 testing poses/frames.

6We use projected motion capture data in lieu of known 2D poses.
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Figure 6.14:Learning parameters for conditional MoE models. Quantitative evaluation of various pa-
rameter choices for action-specificdancing (a),(b) and walking (c),(d) conditional MoE models, where
p(Y|X) = p(Ξ|X)p(Γ|X)p(Θ|X). Plots separately illustrate the error computed by comparing the ex-
pected 3D pose in (a) and (c), E[p(Θ|X)], and global orientation (view) in (b) and (d), E[p(Γ|X)], to the
ground truth 3D poses. Average error across1398 frames forwalking and2074 frames fordancing is com-
puted and illustrated as a function of parameters explored.Due to stochastic nature of MoE learning, the
error is also averaged over4 trained instances of the MoE model learned with the specifiedset of parame-
ters. Different number of mixture componentsM ∈ [1, ..., 10] are tested, and range of damping coefficients
λ ∈ {0, 0.1, 1, 10, 100} is explored. In bothwalking anddancing, it is clear that there is benefit in using
large number of mixture components (> 5), and a moderate value forλ.

Synthetic Experiments. We learn two action-specific Mixture of Expert (MoE) conditional models

p(Y|X). For each of the action types we first look at how sensitive ourlearned mapping is to the parameters

of the model (i.e. the number of mixture components, and the regularization term λ). The results can be seen

in Figure 6.14. To quantitatively evaluate the performancewe use the error measure introduced in Chapter 5.

To reiterate, the error is computed by choosing15 virtual markers corresponding to joints and “ends” of limbs,

and computing an expected absolute distance in (mm) over all these virtual markers. Once the optimal set of

parameters was chosen, the resulting MoE models were ran on the synthetic test data (see sample results in
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Figure 6.9) and the error for the reconstructed 3D poses7 was analyzed (see Figure 6.15).

We consider3 variants of the base error metric: (Pose) 3D body pose error computed by first aligning the

global coordinate frames of the reconstructed and ground truth body, (View) global body orientation error

computed by first aligning the reconstructed pose/articulation with the ground truth pose/articulation, and

(View+Pose) an overall error for the reconstructed stateY. The alignment for (View) and (Pose) is done by

simply using the ground truth portion of the 3D pose for the corresponding components of the state vector.

The key observation is thatwalking, being considerably simpler of the two action types, can be recovered

significantly better (with50% less error), than the more complexdancing. The peaks in the error in both

cases often correspond to singular or close to singular instances where foreshortening in the pose of 2D limbs

for example is severe; similar singularities arise where the pose of the entire body is close to lateral or frontal

(with unbent arms and legs), where the view itself is singular (i.e. the model can’t easily distinguish between

left and right, or front and back, orientation of the body when singularities occur).

Real Experiments. We can also apply the learnedwalking Mixture of Experts (MoE) model to the

real 2D poses obtained in Section 6.6.1. This allows us to recover the full 3D pose automatically, using

the proposed hierarchical method, from single monocular image; results are illustrated in Figure 6.16. The

3D poses look very reasonable, however, the right arm that isoccluded in 2D in most frames is often miss

estimated. Notice, that the prior over walking postures, implicitly embedded into the action-specificwalking

MoE model, allows the conditional model to correct some of the errors made by the 2D pose estimation

component.

6.6.3 Monocular 3D Tracking

In Sections 6.6.1 and 6.6.2 we experimented with two major components of our hierarchical inference method

that, in conjunction, allow the inference of 3D pose from monocular single images. In this section, we briefly

illustrate how these individual 3D pose estimation resultscan be regularized by Bayesian temporal inference

(Figure 6.17).

Our experiments with hierarchical single-frame method, illustrated in Section 6.6.2, show that while the

method can reasonably recover the 3D pose, it cannot reliably resolve the left/right ambiguity of the body.

In other words, the inference method often switches the identity of the two legs from frame to frame (see

frames 17–19 in Figure 6.18); in general, it is ambiguous to reason about left/right leg identity from the

lateral view images illustrated in Figure 6.16. In addition, the recovered poses are also often noisy (jittery).

We found temporal smoothing, results of which are illustrated in Figure 6.17, to be useful in regularizing this

intra-frame variability in pose. Consequently, temporal smoothing produces more coherent tracks over time

as illustrated in Figure 6.18.

6.7 Conclusion and Discussion

The automatic estimation of human pose and motion from monocular image data remains a challenging

problem. Here we have proposed a framework to address this problem that uses hierarchal Bayesian inference

to go from crude body part detections to a distribution over 3D body pose. We make modest assumptions

about the availability of noisy body part detectors and a reasonable image likelihood model.

7Supplementary videos are available fromhttp://www.cs.brown.edu/people/ls/ .
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Figure 6.15: Quantitative evaluation of action-specific conditional model. The model,p(Y|X) =
p(Ξ|X)p(Γ|X)p(Θ|X), is tested by comparing the expectation to ground truth datafor two classes of motion.
Per-frame error for the reconstructed 3D poseΘ, global orientationΓ, and the full 3D state of the bodyY are
shown fordancing in (a) andwalking in (c); the average per-joint error as compared to the ground truth is
shown in (b) and (d) respectively.

We use belief propagation to infer 2D limb poses that are consistent with the human body model. Note

that we make no strong assumptions about the prior poses of the body. Our approach extends recent work

on inferring 3D body models from 2D silhouettes by using the inferred 2D articulated model instead. This

provides a richer representation which reduces ambiguities in the 2D to 3D mapping. We also show that the

3D pose proposals can be used in a tracking framework, that can further regularize the 3D pose estimates.

As part of this hierarchical inference strategy, we also introduce a novel approach for articulated 2D body

pose estimation that uses occlusion-sensitive local imagelikelihoods that approximate the global likelihood

by accounting for occlusions and competing explanations ofimage evidence by multiple parts. We model

occlusion relationships between parts explicitly by introducing two sets of per-pixel hidden binary variables

for each part. Intuitively these variables model which pixels are explained by which parts when multiple

parts project to the same image regions. The resulting occlusion reasoning involves interactions between

non-adjacent parts which introduces loops in the graphicalmodel representation of the body. To achieve

tractable real-valued inference in such a graph, we also introduced an extension to the approximate belief
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Figure 6.16: Hierarchical 3D pose estimation. (a) bottom-up proposals for the limbs, (b) most likely
sample from the marginals for each limb after 2D pose is estimated by PAMPAS-OS (see Section 6.6.1 for
more details), and (c) most likely 3D pose obtained by propagating 2D poses through a conditionalp(Y|X)
model (also rendered as a synthetic 3D character in (d)). In (c) the recovered 3D model is projected in to the
same view as in (b) as well as an additional view (not used in the inference) to illustrate the errors in 3D pose
estimation (that may not be observed otherwise).
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Figure 6.17:Monocular tracking in 3D . Tracking based on the 3D proposals (Fig. 6.16) illustratedat 10
frame increments. The 3D poses are projected into images forclarity; top row shows the projections into
the view used for inference, the bottom row projections intoa differnt view not available to the heirarchical
inference framework.

propagation inference algorithm (PAMPAS) that takes into account, and analytically marginalizes over, the

hidden occlusion variables of our model.

We quantitatively compare our 2D pose estimation approach to two state-of-the-art algorithms using tree-

structured kinematic models, as well as to published results in the literature. The proposed approach performs

favorably and solves the problem of competing models that tend to match multiple body parts to the same

image evidence without the addition of strong priors. Explicit reasoning about occlusions helps prevent

this from happening in our case. Experimental results illustrate that our model has pose error at least 25%
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Figure 6.18:Comparison of monocular 3D pose estimation with tracking. Illustrated is the comparison
between 3D pose estimation (top), obtained independently at every frame using the proposedhierarchical
framework, and temporal tracking (bottom), obtained by smoothing the distribution over the 3D poses from
(top). The results shown correspond to results illustrated otherwise in Figures 6.16 and 6.17 respectively. The
3D model in the inferred most likely pose is shown, for convenient, in a canonical view not corresponding to
any of the real cameras. Notice, that while pose estimation is relatively reliable, it exhibits two unfavorable
behaviors: (i) jitter from frame to frame and (ii ) inconsistencies in identity of left and right leg (see frames
17–19); tracking smooths out these artifacts by incorporating information over time, resulting in smoother
motion overall.
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lower than tree-structured models. We also show that our approach performs favorably in complex scenarios,

where strong assumptions about the kinematic motion of the body are not appropriate. We also quantitatively

compare the overall performance of our hierarchical framework, used to infer the 3D pose and track human

motion from monocular imagery.



CHAPTER 7

Summary and Discussion

In this thesis we introduced a novel class of models and corresponding inference algorithms that are able to

address a variety of common problems in object localization, pose estimation and tracking. For the large

portion of this thesis we concentrated on the challenging class of articulated objects (i.e. people). Dealing

with people is challenging, particularly because of variation in appearance and articulations; furthermore, the

pose of the person often requires representations that are high-dimensional and that must deal with ambiguous

image observations. Reasoning about people and their pose in images, is popular however, due to the vast

number applications in animation, surveillance, biomechanics and human computer interaction.

Instead of attempting to battle the dimensionality of the state-space and complexity of motion directly, we

formulate the problem of pose estimation and tracking as oneof inference in a graphical model. The nodes in

this graph correspond to parts of the body and edges to kinematic, inter-penetration and occlusion constraints

imposed by the structure of the body and the imaging process.This model, which we call aloose-limbed

body model, allows us to infer the 3D pose of the body effectively and tractably from multiple synchronized

views; or a 2D pose of the body from a single monocular image, in time linear in the number of articulated

parts. Unlike previous decentralized models, we work directly with continuous variables, and use variants of

Particle Message Passing (PAMPAS) for inference.

In addition, we also introduced hierarchical models for both articulated and generic object reasoning. In

the case of generic objects, hierarchy facilitates tractable inference by ensuring that the temporal constraints

are only propagated on the object level and not at the level ofindividual parts. In the case of articulated

objects, hierarchy also mediates the complexity of the spatial inference, by allowing the model to first infer

the 2D pose of the body in the image plane, then infer the 3D pose from the 2D body pose estimates and

lastly apply the temporal continuity (tracking) at the 3D pose level. This leads to two important benefits: (1)

the hierarchical model helps to reduce the depth and projection ambiguities by looking at a full 2D body pose

rather then the pose of individual limbs, and (2) it gives a modular, tractable, and fully probabilistic solution

that allows inference of 3D pose from a single monocular image in an unsupervised fashion.

In all cases we have shown both qualitatively and qualitatively that the models introduced perform as

well, or better, then other state-of-the-art methods.
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7.1 Future Work

While the models we introduced are effective and address a number of common problems in both articulated

and rigid object motion estimation, there still a number of issues that must be addressed in the future to make

these models widely applicable for large categories of objects.

7.1.1 Faster Inference Algorithms

Particle Message Passing (PAMPAS) and various extensions thereof, that have been introducedin this thesis,

while tractable and have linear complexity, still are too slow to allow real-time (30 frames per second) pro-

cessing on current hardware. The main computational bottleneck, is that sampling from products of messages,

represented by kernel densities with many mixture components, is computationally expensive. Reducing the

number of mixture components in the representation of messages would lead to significant computational

speedup of PAMPAS. On an intuitive level, while the kernel densities that we are using to approximate

messages are complex, the underlying distributions that they are approximating are often, in comparison,

relatively simple (particularly after BP has converged or is close to convergence).

To speed up inference there have been recent attempts to develop faster Non-parametric Belief Propa-

gation (NBP) inference algorithms by automatically reducing representation of the message to a number of

prominent modes estimated by Mean-shift [78]. The results have been shown to be orders of magnitude faster

then simple NBP or PAMPAS, for tracking. Our preliminary experiments (not describedin this thesis), have

shown that this approach indeed achieves significant speedups for simple examples where messages are close

to convergence (i.e.have few modes). For pose estimation, where the messages areoften initialized relatively

far from the true solution, the process of reducing the number of mixture components in the representation,

takes longer then the inference itself. A simple explanation for this is that the number of modes in a message

in this case is typically significantly larger (tens insteadof one or two that are often observed in tracking).

We believe that hybrid algorithms that reduce message representation complexity only when possible, is the

next logical step in producing tractable inference algorithms for this class of models.

Other approaches that we believe may be useful in reducing the complexity of inference are hybrid

Markov Chain Monte Carlo methods, that can be used to replacethe pure Monte Carlo sampling engine

of PAMPAS. Hybrid methods have been shown to achieve faster (orders ofmagnitude faster) inference in

other domains [38], and we believe can be relatively easily adopted for the use in the PAMPAS framework.

7.1.2 Deeper Hierarchical Models

We found hierarchical models to be very effective in managing both computational and modeling complexity

of problems addressed by this thesis. Currently, however, we restricted ourselves to models with relatively

few (2 to 3) levels. In such models each level in the hierarchy has a pre-defined semantic structure. Deep

hierarchical networks (a.k.a.deep belief networks) [82, 83] have been successfully developed and applied

in other applications. In these deep networks, however, layers typically lack semantic interpretation as the

number of layers grows and the layers themselves are learnedautomatically using unsupervised methods. We

believe that, in the context of object modeling, particularly of articulated object modeling, slightly deeper

hierarchies (than the ones presented in this thesis) can be developed that can both be useful and still maintain

the semantic interpretation. For example, currently the interactions of different views and features are all
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rolled into the likelihood function in our framework. Usingadditional layers in the hierarchical model, these

interactions can be made explicit and perhaps better modeled. Our current likelihood model, for example,

assumes independence across features and across views. A more explicit model can potentially model cor-

relations between these variables. In particular, as the number of views increase, the observations become

less and less independent. This is not currently handled by the models introduced in this thesis (nor much of

related literature).

7.1.3 Learning of Model Structure

In this thesis we showed that continuous-state graphical models are effective means of modeling objects and

drawing inferences about these objects, particularly pertaining to position and configuration of these objects

in space. The models that we presented were built using the expert domain knowledge of the object class,

that involved knowing and leveraging kinematic structure of the object with complexity of inference. The

parameters of those models were learned in semi-supervisedfashion, from motion capture data in the case of

humans or hand annotated images in the case of vehicles. These models provide a very productive paradigm

for object reasoning, due to the linear complexity that stems from their decentralized nature.

The problem of building these models automatically from unlabeled (or weakly labeled) data, however,

is still largely unaddressed. In the context of Machine Learning, this problem is often referred to as graphical

modelstructure learning. While it has been addressed in the context of some specific classes of graphical

models, for example, in parametric Bayesian networks that have no interactions between hidden variables

[200, 201], the case of general undirected graphical modelswith non-parametric continuous random variables

is still largely unexplored. Continuous non-parametric models are considerably more expressive which makes

model structure learning hard. To our knowledge, the only approach that addresses structure learning in

general graphs that have both continuous and discrete variables was introduced by Bach and Jordan [12]. The

ability to build these rich models automatically, however,is the key to making them widely applicable in the

domain of generic object recognition.

In the context of articulated human motion, the ability to build models automatically would allow building

of action-specific models that could potentiallymodel higher order action-specific correlations between limbs.

For example, in walking, there are well known correlations between upper and lower extremities and left and

right sides of the body. Other motions may exhibit similar correlation patterns, induced by subtle hidden

causes like gravity, balance, and/or intent. Building models that can automatically find, and account for, such

correlations would undoubtedly lead to better models and performance.

7.1.4 Scene Parsing

One of the key advantages of using graphical models for modeling objects, beyond tractable inference, is

the ability to combine different models in the context of probabilistic inference. We believe that one of the

prominent directions of future research is to combine models of various objects (or multiple instances of the

same model) for scene parsing and interpretation. Much likein the speech recognition community, context

provided by other objects can be useful in constraining the object(s) of interest (e.g.[85]).
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7.2 Conclusions

In this thesis we presented a novel class of methods that model people using rich decentralized probabilistic

models. These models have a number of appealing advantages over the centralized models typically em-

ployed. The inference methods, that make use of the decentralized model structure for tractable inference,

have also been introduced. In addition, we introduced a number of extensions to our basicloose-limbed body

model, that allowed monocular inference and illustrated inference over simple generic objects (e.g.vehicles).

The next challenge is take the methods introduced in this thesis and extend them for use with generic and

possibly interacting objects. Among the challenges one would have to address, the most predominant are

the unsupervised or semi-supervised learning of the model structure and faster (close to real-time) inference

methods.
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