
Lecture 8: Convolutional Neural Networks (Part 5)

Topics in AI (CPSC 532S): 
Multimodal Learning with Vision, Language and Sound



Logistics:
Assignment 2 …

—  Was due last night

—  Do not worry if you didn’t finish everything -> look forward

—  For the next assignment start early



Logistics:
Assignment 3 …

—  We will cover intro material today, most relevant content Thursday

—  This is objectively THE hardest assignment in the course



Logistics:
Assignment 3 …

—  We will cover intro material today, most relevant content Thursday

— Read the full assignment and think about what we are asking you to do

— Write down pseudo-code and dimensions of variables on paper

— Test with one sentence for debugging (you should be able to over-fit)

— Plot or print training and validation losses (averaged every X batches)

Hints:

— Temper your expectations (especially for Part 1)

—  This is objectively THE hardest assignment in the course



Logistics:

Project (Survey & Self-defined) …

— Group formations by October 18th (there will be Google short form)

— Project pitches: November 1 & 3

— Project proposal document: November 10 (?)



Logistics:

Paper Readings and Presentation Selection



Computer Vision Problems (no language for now)

Detection

Horse (x, y, w, h) 
Horse (x, y, w, h) 
Person (x, y, w, h) 
Person (x, y, w, h)

Segmentation Instance Segmentation

Multi-class:

Multi-label:

Horse
Church
Toothbrush
Person

Horse
Church
Toothbrush
Person

Categorization

Horse 
Person

Horse1 
Horse2 
Person1 
Person2
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R-CNN
[ Girshick et al, CVPR 2014 ]

* image from Ross Girshick

Input Image

Regions of Interest from 
a proposal method (~2k)

Warped image regions

Forward each region 
through a CNN

Classify regions with SVM

Linear Regression for bounding box offsets



R-CNN vs. SPP
[ He et al, ECCV 2014 ]



Fast R-CNN
[ Girshick et al, ICCV 2015 ]

* image from Ross Girshick

            
Input Image
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Fast R-CNN
[ Girshick et al, ICCV 2015 ]

* image from Ross Girshick

Input Image

Forward prop the whole image through CNN

“conv5” feature map
Regions of 
Interest 
from the 
proposal 
method

“RoI Pooling” layer



RoI Align



[ Girshick et al, ICCV 2015 ]
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Forward prop the whole image through CNN

“conv5” feature map
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Interest 
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“RoI Pooling” layer

Bounding box regression
Object  
classification
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Multi-task loss



[ Girshick et al, ICCV 2015 ]

* image from Ross Girshick

Input Image

Forward prop the whole image through CNN

“conv5” feature map
Regions of 
Interest 
from the 
proposal 
method

“RoI Pooling” layer

Bounding box regression
Object  
classification

                    Fast R-CNN: Training
Multi-task loss



R-CNN vs. SPP vs. Fast R-CNN

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Girshick et al, ICCV 2015 ]
[ He et al, ECCV 2014 ]

[ Girshick et al, CVPR 2014 ]



R-CNN vs. SPP vs. Fast R-CNN

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Girshick et al, ICCV 2015 ]
[ He et al, ECCV 2014 ]

[ Girshick et al, CVPR 2014 ]

Observation: Performance dominated by the region proposals at this point! 



Faster R-CNN

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford



Mask R-CNN

[ He et al, 2017 ]



[ He et al, 2017 ]

Mask R-CNN



Summary of R-CNN Family of Models

https://lilianweng.github.io/lil-log/2017/12/31/object-recognition-for-dummies-part-3.html



YOLO: You Only Look Once

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Redmon et al, CVPR 2016 ]



YOLO: You Only Look Once
[ Redmon et al, CVPR 2016 ]
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Optional subtitle



YOLO: You Only Look Once
[ Redmon et al, CVPR 2016 ]



Feature Pyramid Networks

[ Lin et al, CVPR 2017 ]



Focal Loss
pt =

⇢
p if y = 1
1� p otherwise

[ Lin et al, ICCV 2017 ]
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[ Lin et al, ICCV 2017 ]
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Convolutional Layer

Effective Techniques for Training  
— Regularization: L1, L2, data augmentation 
— Transfer Learning: fine-tuning networks

Vision Applications of CNNs 
— Classification: AlexNet, VGG, GoogleLeNet, ResNet 
— Segmentation: Fully convolutional CNNs 
— Detection: R-CNN, Fast R-CNN, Faster R-CNN, YOLO
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Any CNN Could be Fully Convolutional

Image

2 x 2 x 1000

VGG

225 x 225
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