
Lecture 13: RNN Applications (Part 3)

Topics in AI (CPSC 532S): 
Multimodal Learning with Vision, Language and Sound



Assignment 1 & 2 will be posted by Monday 

Group formation — due today 

Logistics
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BERT 

— Encoder part of the Transformer 

GPT3  

— Decoder part of the Transformer 
— Neither BERT nor GPT3 is really a “model” on its own, more like a training 
strategy 

— Success of both stems from large capacity of this models and extensive 
amounts of training data (+ compute needed to train them)



Why Transformers are so Effective? 

— (Globally) contextualized representations -> better capable of capture meaning 

— Allow parallelized training -> enables training with large amounts of data 

— Residual layer structure -> good gradient flow for optimization 



Captioning, Visual Question Answering (VQA) : 
— Encoders for images (e.g., CNNs) produce a vector-based representations  
— Encoder for language (e.g., RNNs) also produces vector-based representation 
This makes it very easy to combine encoders/decoders cross-modally to solve 
variety of visio-lingual tasks
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Note: Attention can be applied to 
images by treating each (x,y) feature 
column as effectively an encoder 
“token” 

Captioning, Visual Question Answering (VQA) : 
— Encoders for images (e.g., CNNs) produce a vector-based representations  
— Encoder for language (e.g., RNNs) also produces vector-based representation 
This makes it very easy to combine encoders/decoders cross-modally to solve 
variety of visio-lingual tasks

Brief Review + Lessons



Brief Review + Lessons — Visual Dialogs 

You can use soft attention mechanisms as “memory” modules  by simply 
modulating what is used for Keys and Values.  

You can (easily) modify attention mechanisms to encode priors that the 
problem may have, such as recency.  

Question Turn Key (hash)

f (H: Empty; Q: What color is a hydrant? A: It is red)

Memory

f (H: …; Q: Is there a tree? A: Yes)

1

2

* learnable parameter



… and treating images as sequences
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Applications: Activity Detection
Activity: A collection of human/object movements with a particular semantic meaning 

Action Recognition: Finding if a video segment contains such a movement

Action Detection: Finding a segment (beginning and start) and recognize the action in it

[ Ma et al., 2014 ]
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Applications: Activity Detection

Early Detection: Recognize when an action starts and try to predict which  
action is performed as quickly as possible.

[ Ma et al., 2014 ]
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Applications: Activity Detection
Penalty at every time step is the same

[ Ma et al., 2014 ]
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As the detector sees more of an action, it should become more confident of 
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New Class of Loss Functions

Classification loss at time t

Ranking loss at time t

Training loss at time t:

ranking loss on discriminative margin
ranking loss on detection score

is one of the following:

[ Ma et al., 2014 ]



Prediction score of the ground truth action label 

Ideally what we want:

Ranking Loss on Detection Score
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LSTM-m			LSTM	trained	using	both	classification	loss	and	rank	loss	on	discriminative	margin.	

LSTM-s					LSTM	trained	using	both	classification	loss	and	rank	loss	on	detection	score.	

Activity	detection	performance	measured	in	mAP	at	different	IOU	thresholds	

[ Ma et al., 2014 ]
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LSTM-m			LSTM	trained	using	both	classification	loss	and	rank	loss	on	discriminative	margin.	

LSTM-s					LSTM	trained	using	both	classification	loss	and	rank	loss	on	detection	score.	

Activity	early	detection	performance	measured	in	mAP	at	different	IOU	thresholds	

Note:	first	3/10	of	activity	is	seen	by	a	detector

Take home: Early detection is only 1-3% worse than sewing the whole sequence 
[ Ma et al., 2014 ]

Applications: Early Activity Detection
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Vision Transformer [ Dosovitskiy et al., 2020 ]
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Swin Transformers [ Liu et al., 2021 ]



DEtection TRansformer (DETR) [ Carion et al., 2020 ]



DEtection TRansformer (DETR) [ Carion et al., 2020 ]



DEtection TRansformer (DETR) [ Carion et al., 2020 ]



DEtection TRansformer (DETR) [ Carion et al., 2020 ]



Image Grounding: Beyond Object Detection  

Given the image and one or more natural language phrases, locate regions 
that correspond to those phrases. 
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Image Grounding: Beyond Object Detection  

Given the image and one or more natural language phrases, locate regions 
that correspond to those phrases. 

Fundamental task for image / video understanding  
— Helps improve performance on other tasks (e.g., image captioning, VQA)

[ Li et al., 2021 ]



Approach

Input:

Output:

[ Li et al., 2021 ]



Approach

Features from different modalities are first extracted by corresponding 
backbone and then fused in the Visual-Lingual Encoder

[ Li et al., 2021 ]
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Image Backbone: ResNet (e.g., 16x16 -> 256 visual tokens	)	  

Context Encoder: Pretrained Bert

Modality Label
Positional Embedding 
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Context Encoder: Pretrained Bert

Modality Label
Positional Embedding 

ViLBERT

[ Jiasen et al., 2019 ]
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Approach

Query Encoder & Decoder are designed to encode phrase expression queries 
and decode them given corresponding multi-modal feature

End-to-End Object  
Detection with Transformers  

(DETR) 
[ Carion et al., ECCV 2020 ]

[ Li et al., 2021 ]



Query Encoder & Decoder

 	  ：Learnable bias 

 ：Multi-modal context information 

	  ：	Encoding of referred phrase

[ Li et al., 2021 ]



Task Heads

REC Head: A linear layer that predicts a bounding box  

RES Head: A FPN (U-Net type) structure with residual connections

[ Li et al., 2021 ]



Multi-task Supervision
REC: Given predicted bounding box  and ground truth bounding box 

Generalized IOU loss Standard L1 loss

[ Li et al., 2021 ]



Multi-task Supervision
REC: Given predicted bounding box  and ground truth bounding box 

RES: Given predicted segmentation and ground truth segmentation mask 

Generalized IOU loss Standard L1 loss

Focal loss Dice loss: Generalized IOU 
loss for segmentation

[ Li et al., 2021 ]
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Pre-training

— Transformers can easily overfit 
— Visual Genome (VG) contains description for each region 
— We use the annotation from VG to pretrain our transformer by letting the network 

predict region bounding boxes given region description 

[ Li et al., 2021 ]



Results on REC task (Multi-task Model)

Evaluation Metric: Prec@0.5 (mark a detection as correct if its bounding box has a IOU>0.5 with the ground truth)

[ Li et al., 2021 ]



One-staged

Two-staged

With Pretrain

Results on REC task (Multi-task Model)

Evaluation Metric: Prec@0.5 (mark a detection as correct if its bounding box has a IOU>0.5 with the ground truth)

[ Li et al., 2021 ]



Results on REC task (Multi-task Model)

Our model and MCN are the only multi-task setting models

[ Li et al., 2021 ]



Results on REC task (Multi-task Model)

Our model is state-of-the-art despite pre-training on less data

[ Li et al., 2021 ]



Results on RES tasks (Multi-task Model)

Ours* denote the model is first pre-trained on Visual Genome. 

Evaluation Metric: Mean IOU

[ Li et al., 2021 ]



Results on RES tasks (Multi-task Model)

Note that there is no segmentation annotation in the pre-training stage

[ Li et al., 2021 ]



More Result on REC tasks

In Flickr30k, context sentence is provided.

Multiple Expression Phrase 
per Inference

One Expression Phrase  
per Inference

Inference Time/ per Expression

[ Li et al., 2021 ]



Qualitative result on REC tasks Ground Truth Our Model MCN (baseline)

[ Li et al., 2021 ]



Qualitative result on REC tasks

Failure cases:

Ground Truth Our Model MCN (baseline)

[ Li et al., 2021 ]



Referring Expression Segmentation (RES)

[ Li et al., 2021 ]



Referring Expression Segmentation (RES)

occlusion

shadow / distortion

challenging 
foreground / background

[ Li et al., 2021 ]


