
Lecture 12: RNN Applications (Part 2)

Topics in AI (CPSC 532S): 
Multimodal Learning with Vision, Language and Sound



Logistics

— Assignment 1 & 2 grading is ongoing (a bit slow) 

— Assignment 3 is now due end-of-day Sunday  

— Assignment 4 will be available tonight 

— Quiz for final project groups is on Canvas (due Thursday) 



Review: Generalized Soft Attention 
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Review: Transformers 



Applications: Google Language Translation
One model to translate from any language to any other language

[ Johnson et al., 2017 ]



Applications: Masked Language Modeling (BERT)

To learn relationships between sentences, predict whether Sentence B is actual 
sentence that proceeds Sentence A, or a random sentence 

Sentence A = The man went to the store. 
Sentence B = He bought a gallon of milk. 
Label = IsNextSentence

Sentence A = The man went to the store. 
Sentence B = Penguins are flightless 
Label = NotNextSentence



Use 30,000 WordPiece vocabulary  

Each token is a sum of three embeddings

Applications: Masked Language Modeling (BERT)



Use 30,000 WordPiece vocabulary  

Each token is a sum of three embeddings

 0  0  0  0  0  0  1  1  1  1  1 

Applications: Masked Language Modeling (BERT)



Multi-headed self attention 

— Models context 
Feed-forward layers 
— Computes non-linear hierarchical features 

Layer norm and residuals 

— Makes training deep neural network (e.g., 12 layers possible) 

Positional Embeddings 
— Allows model to learn relative positioning

Applications: Masked Language Modeling (BERT)
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Applications: Masked Language Modeling (BERT)



Applications: Language Modeling (GPT3)

Task: Sentence completion (basically next token prediction)

Video source: https://jalammar.github.io/how-gpt3-works-visualizations-animations/
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Applications: Language Modeling (GPT3)

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


BERT-like Fine-tuning (not used in GPT3)
Downstream data fine-tuning

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


BERT-like Fine-tuning (not used in GPT3)
Downstream data fine-tuning

Downstream data testing

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


GPT-3 Zero-shot inference

No fine-tuning! Literally just take a rpretrained GPT3 and give it prefix above

The model predicts the answer given only a natural language description of the 
task. No gradient updates are performed. 

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


GPT-3 One-shot inference

No fine-tuning! Literally just take a rpretrained GPT3 and give it prefix above

In addition to the task description, the model sees a single example of the task.  
No gradient updates are performed.

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


GPT-3 Few-shot inference

No fine-tuning! Literally just take a rpretrained GPT3 and give it prefix above

In addition to the task description, the model sees a few examples of the task.  
No gradient updates are performed.

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


How does Pre-training + Fine tuning Compare to GPT3
Task: Trivia QA

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


How does Pre-training + Fine tuning Compare to GPT3

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

Task: Trivia QA

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


Task: Comprehension QA

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

Performance is generally worse on “harder” datasets 

How does Pre-training + Fine tuning Compare to GPT3

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


Task: Language translation 
(about 7% of training data is  
from languages other than  
English

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

GPT3 for language translation

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


Task: Language translation 
(about 7% of training data is  
from languages other than  
English

Task: Note performance hasn’t  
asymptoted

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

GPT3 for language translation

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


GPT3 doing mathematics

Slide source: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/11-gpt3.pdf


Let us look at some multi-modal 
architectures now that use RNNs



Applications: Neural Image Captioning

* slide from Dhruv Batra



Convolution Layer 
+ Non-Linearity

Pooling Layer Convolution Layer 
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image Embedding (VGGNet)

Applications: Neural Image Captioning

* slide from Dhruv Batra
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Applications: Neural Image Captioning

* slide from Dhruv Batra
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Applications: Neural Image Captioning

* slide from Dhruv Batra



Applications: Neural Image Captioning
Good results

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford



Applications: Neural Image Captioning
Failure cases

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford



Applications: Image Captioning with Attention
RNN focuses its attention at a different spatial location 
when generating each word

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Xu et al., ICML 2015 ]
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Applications: Image Captioning with Attention
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Applications: Image Captioning with Attention

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Xu et al., ICML 2015 ]

Good results



Failure results

Applications: Image Captioning with Attention

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Xu et al., ICML 2015 ]



Image

Question

“How   many   horses    are      in       this     image?”

Applications: Typical Visual Question Answering (VQA)

* slide from Dhruv Batra



Convolution Layer 
+ Non-Linearity

Pooling Layer Convolution Layer 
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Image
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Embedding (VGGNet)

Applications: Typical Visual Question Answering (VQA)
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Convolution Layer 
+ Non-Linearity

Pooling Layer Convolution Layer 
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image

                 Embedding (LSTM)Question

“How   many   horses    are      in       this     image?”

Embedding (VGGNet)

Applications: Typical Visual Question Answering (VQA)
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Convolution Layer 
+ Non-Linearity

Pooling Layer Convolution Layer 
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image

                 Embedding (LSTM)Question

“How   many   horses    are      in       this     image?”

Embedding (VGGNet)
Neural Network  

Softmax  
over top K answers

Applications: Typical Visual Question Answering (VQA)

* slide from Dhruv Batra



Interconnected questions in sequence: Typically questions later in the 
dialog make references to the earlier questions in the dialog history 

Applications: Visual Dialogs [ Seo et al., NIPS 2017 ]
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Visual Dialog Task

Interconnected questions in sequence: Typically questions later in the 
dialog make references to the earlier questions in the dialog history 

[ Seo et al., NIPS 2017 ]



Simple Visual Question Answering

Q: What color is a hydrant?

[ Seo et al., NIPS 2017 ]



Simple Visual Question Answering

Q: What color is a hydrant?
What color is a hydrant ?
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Attention Networks for Visual Question Answering

Q: What color is a hydrant?
What color is a hydrant ?
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Visual Dialog Task

Interconnected questions in sequence: Typically questions later in the 
dialog make references to the earlier questions in the dialog history 

[ Seo et al., NIPS 2017 ]



Attention Networks for Visual Question Answering
[ Seo et al., NIPS 2017 ]



Attention Networks for Visual Dialogs

Hierarchical RNN (HRNN): 
— Encode the question using LSTM 

— Encode the answer using LSTM 

— Obtain QA embedding by fusing them using FC layer 

— QA embeddings along the dialog are then encoded using higher-level LSTM

[ Seo et al., NIPS 2017 ]
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Associative Memory Attention

Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

[ Seo et al., NIPS 2017 ]
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Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

Associative Memory Attention

Intuition: How similar is the current turn’s context to 
each of the previous response scenarios?

Intuition: More recent questions are likely more relevant

Observation: This formulation gives all previous turns 
equal weight (uniform prior)

[ Seo et al., NIPS 2017 ]
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Associative Memory Attention

Weighted combination  
of attention maps

Observation: This formulation gives all previous turns equal weight (uniform prior)

Intuition: More recent questions are likely more relevelant

* learnable parameter



Dynamic Attention Combination

Two types of attention that focus on distinctly different aspect: 
— Tentative Attention: What do we need to focus on given the current question 

— Associative Memory Attention: What regions (attentions) used by previous        

     turns are useful for the current question (a.k.a. visual reference resolution)

[ Seo et al., NIPS 2017 ]



Dynamic Attention Combination

Two types of attention that focus on distinctly different aspect: 
— Tentative Attention: What do we need to focus on given the current question 

— Associative Memory Attention: What regions (attentions) used by previous        

     turns are useful for the current question (a.k.a. visual reference resolution)

Intuition: We need a dynamic mechanism to fuse these attention models
[ Noh et al., CVPR 2016 ]

[ Seo et al., NIPS 2017 ]
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Memory Networks for Visual Dialogs

Associative Memory:

Question Turn Key (hash)

f (H: Empty; Q: What color is a hydrant? A: It is red)

Memory

f (H: …; Q: Is there a tree? A: Yes)
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????

[ Seo et al., NIPS 2017 ]



Training

Network is fully differentiable, can be trained using BackProp

[ Seo et al., NIPS 2017 ]



Experiments

MNIST Dialog Dataset (Programmatically Generated)  

— 4x4 grid of MNIST digits 

— Each digit has 4 attributes (color, background, numbers style) 

— Questions: counting, attribute 

— Answers: single word 

VisDial Dataset (Real images + AMT) 

— MS-COCO images + Caption  

— Questions: unconstrained 

— Answers: free form text, 100 candidates

(Programmatically Generated)

(Real images + AMT)

[ Das, Kottur, Gupta, Singh, Yadav, Moura, Lee, Parikh, Batra, ICCV 2017]

[ Seo et al., NIPS 2017 ]
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Results: MNIST Dialog
Results

62

[ Seo et al., NIPS 2017 ]
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Visual BERT (VilBERT)


