
Lecture 12: RNN Applications

Topics in AI (CPSC 532S): 
Multimodal Learning with Vision, Language and Sound



Logistics

Assignment 4 is out … is due March 8th 
— You have a choice of implementing one of two parts 
— You can start on the assignment today 



Logistics

Project Groups — Group formation survey will go out today/tomorrow. 
Groups formed by early next week. Fill out one survey per “Group”. If you don’t 
have a group fill it out as an individual. The group will be assigned to you.  

Survey Option — Instructions coming today/tomorrow. Read: Deep Audio-
Visual Learning: A Survey (https://arxiv.org/pdf/2001.04758)  

Project Proposals — due March 12th (2-4 pages; 4 pages is a hard max)

https://arxiv.org/pdf/2001.04758


Applications: Neural Image Captioning

* slide from Dhruv Batra
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Applications: Neural Image Captioning
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Assignment 2: Load the VGG-16 model, remove last layer



Convolution Layer 
+ Non-Linearity

Pooling Layer Convolution Layer 
+ Non-Linearity

Pooling Layer Fully-Connected MLP

4096-dim

Image Embedding (VGGNet)

Applications: Neural Image Captioning

* slide from Dhruv Batra



C
on

vo
lu

tio
n 

La
ye

r 
+ 

N
on

-L
in

ea
rit

y
P

oo
lin

g 
La

ye
r

C
on

vo
lu

tio
n 

La
ye

r 
+ 

N
on

-L
in

ea
rit

y
P

oo
lin

g 
La

ye
r

Fu
lly

-C
on

ne
ct

ed
 M

LP

40
96

-d
im

Im
ag

e 
Em

be
dd

ing
 (V

G
G

Ne
t)
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Applications: Neural Image Captioning

* slide from Dhruv Batra

Assignment 3: LSTM-based decoder  
                         (but in English)



Applications: Neural Image Captioning
Good results

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford



Applications: Neural Image Captioning
Failure cases
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Applications: Image Captioning with Attention
RNN focuses its attention at a different spatial location 
when generating each word

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford

[ Xu et al., ICML 2015 ]
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(7x7x512) = (49x512)

(1x7x7x512) = (1x49x512)
or
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Good results



Failure results

Applications: Image Captioning with Attention
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Question

“How   many   horses    are      in       this     image?”

Applications: Typical Visual Question Answering (VQA)
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Simple Visual Question Answering

Q: What color is a hydrant?

[ Seo et al., NIPS 2017 ]
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Visual Dialog Task

Interconnected questions in sequence: Typically questions later in the 
dialog make references to the earlier questions in the dialog history 

[ Seo et al., NIPS 2017 ]



Attention Networks for Visual Question Answering
[ Seo et al., NIPS 2017 ]



Attention Networks for Visual Dialogs

Hierarchical RNN (HRNN): 
— Encode the question using LSTM 
— Encode the answer using LSTM 
— Obtain QA embedding by fusing them using FC layer 
— QA embeddings along the dialog are then encoded using higher-level LSTM

[ Seo et al., NIPS 2017 ]
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Associative Memory Attention

Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

[ Seo et al., NIPS 2017 ]



Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

Associative Memory Attention

Intuition: How similar is the current turn’s context to 
each of the previous response scenarios?

[ Seo et al., NIPS 2017 ]



Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

Associative Memory Attention

Intuition: How similar is the current turn’s context to 
each of the previous response scenarios?

Observation: This formulation gives all previous turns 
equal weight (uniform prior)

[ Seo et al., NIPS 2017 ]



Key Idea: Every item in memory is (attention, key) pair — explicitly 
storing attentions used to answer previous questions

Associative Memory Attention

Intuition: How similar is the current turn’s context to 
each of the previous response scenarios?

Intuition: More recent questions are likely more relevant

Observation: This formulation gives all previous turns 
equal weight (uniform prior)

[ Seo et al., NIPS 2017 ]



Dynamic Attention Combination

Two types of attention that focus on distinctly different aspect: 
— Tentative Attention: What do we need to focus on given the current question 
— Associative Memory Attention: What regions (attentions) used by previous        
     turns are useful for the current question (a.k.a. visual reference resolution)

[ Seo et al., NIPS 2017 ]



Dynamic Attention Combination

Two types of attention that focus on distinctly different aspect: 
— Tentative Attention: What do we need to focus on given the current question 
— Associative Memory Attention: What regions (attentions) used by previous        
     turns are useful for the current question (a.k.a. visual reference resolution)

Intuition: We need a dynamic mechanism to fuse these attention models
[ Noh et al., CVPR 2016 ]

[ Seo et al., NIPS 2017 ]
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Memory Networks for Visual Dialogs

Associative Memory:

Question Turn Key (hash)

f (H: Empty; Q: What color is a hydrant? A: It is red)

Memory

f (H: …; Q: Is there a tree? A: Yes)

1
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[ Seo et al., NIPS 2017 ]



Training

Network is fully differentiable, can be trained using BackProp

[ Seo et al., NIPS 2017 ]



Experiments

MNIST Dialog Dataset (Programmatically Generated)  

— 4x4 grid of MNIST digits 

— Each digit has 4 attributes (color, background, numbers style) 

— Questions: counting, attribute 

— Answers: single word 

VisDial Dataset (Real images + AMT) 

— MS-COCO images + Caption  

— Questions: unconstrained 

— Answers: free form text, 100 candidates

(Programmatically Generated)

(Real images + AMT)

[ Das, Kottur, Gupta, Singh, Yadav, Moura, Lee, Parikh, Batra, ICCV 2017]

[ Seo et al., NIPS 2017 ]
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Results: MNIST Dialog
Results

62

[ Seo et al., NIPS 2017 ]
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Results: VisDial [ Seo et al., NIPS 2017 ]
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Applications: Activity Detection
Activity: A collection of human/object movements with a particular semantic meaning 

Action Recognition: Finding if a video segment contains such a movement

Action Detection: Finding a segment (beginning and start) and recognize the action in it

[ Ma et al., 2014 ]
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Applications: Activity Detection

Early Detection: Recognize when an action starts and try to predict which  
action is performed as quickly as possible.

[ Ma et al., 2014 ]
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Applications: Activity Detection
Penalty at every time step is the same

[ Ma et al., 2014 ]
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Penalty at every time step is the same

[ Ma et al., 2014 ]
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As the detector sees more of an action, it should become more confident of 
— Detecting the correct action class 
— More confident that it is not the incorrect action class 

Applications: Activity Detection

[ Ma et al., 2014 ]



New Class of Loss Functions

Classification loss at time t

Ranking loss at time t

Training loss at time t:

ranking loss on discriminative margin
ranking loss on detection score

is one of the following:

[ Ma et al., 2014 ]



Prediction score of the ground truth action label 

Ideally what we want:

Ranking Loss on Detection Score

[ Ma et al., 2014 ]
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In Practice:

Prediction score of the ground truth action label 

[ Ma et al., 2014 ]

Ranking Loss on Detection Score



LSTM-m			LSTM	trained	using	both	classification	loss	and	rank	loss	on	discriminative	margin.	

LSTM-s					LSTM	trained	using	both	classification	loss	and	rank	loss	on	detection	score.	

Activity	detection	performance	measured	in	mAP	at	different	IOU	thresholds	

[ Ma et al., 2014 ]

Applications: Activity Detection
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LSTM-s					LSTM	trained	using	both	classification	loss	and	rank	loss	on	detection	score.	

Activity	early	detection	performance	measured	in	mAP	at	different	IOU	thresholds	

Note:	first	3/10	of	activity	is	seen	by	a	detector
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Applications: Early Activity Detection



LSTM-m			LSTM	trained	using	both	classification	loss	and	rank	loss	on	discriminative	margin.	

LSTM-s					LSTM	trained	using	both	classification	loss	and	rank	loss	on	detection	score.	

Activity	early	detection	performance	measured	in	mAP	at	different	IOU	thresholds	

Note:	first	3/10	of	activity	is	seen	by	a	detector

Take home: Early detection is only 1-3% worse than sewing the whole sequence 
[ Ma et al., 2014 ]

Applications: Early Activity Detection



[ Ma et al., 2014 ]

Applications: Activity Detection



[ Ma et al., 2014 ]

Applications: Activity Detection


