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Introduction

● Motivation: transferability among visual tasks
○ Are visual tasks related? Should we learn a task from scratch every time?
○ Saving time and data: reducing supervision and computation
○ Efficient learning of comprehensive perception models

● Taskonomy (task taxonomy): a structure that describes efficient task transfers
○ Directed hypergraph
○ Nodes: tasks
○ Edges: transfers



Taskonomy: Task Taxonomy

Optimize for performance given:
● Supervision budget
● Task importance

Source: https://www.slideshare.net/daynap1204/taskonomy-disentangling-task-transfer-learning-scouty-meetup-2018-feb-14th

https://l.facebook.com/l.php?u=https%3A%2F%2Fwww.slideshare.net%2Fdaynap1204%2Ftaskonomy-disentangling-task-transfer-learning-scouty-meetup-2018-feb-14th%3Ffbclid%3DIwAR2qIdIN5TXmSIbA4OzFqSEnggcljrZTUtSG9NdY4lVjErAgaZmfTlWFDck&h=AT12ic4snO8NAqCd9d0M5SOc_cIX4tmNTIIas-4oVKPhl3AprLKUvx_QWMarWbIl7iiuELrNw8izp0OTGPoIF3D-p_tFszf396evXAcQlcOYBNihfxEMtim3RHdqQCKgC2Kjlr4Fg8o


Related Work

● Self-supervised learning: learning from labels derived directly from the input data

● Multi-task learning: learning representations for multiple tasks 

● Domain adaptation: robustness to different input domains

● Meta-learning: similar motivations; higher-level understanding of the learning process



Method - Overview

Task dictionary/bank (V = T ∪ S)

- 26  2D, 2.5D, 3D, and semantic tasks

Dataset

- 4 million images of indoor scenes from about 600 

buildings.

- Each image has GT label for all the tasks.

Task specific network

- 26x Network

Task Dictionary



Method - Overview



Method - Stage I: Task-Specific Modelling

● Use an encoder-decoder architecture homogeneous across all tasks.

● Encoder: A fully convolutional ResNet-50 without pooling and extract powerful representations.

● Decoder: Different architecture depending on tasks, but smaller than encoder. 



Method - Stage II: Task-Specific Modelling

● Transfer network learns a small transfer/readout function (Ds→t). 

● Ds→t is parameterized by θs→t minimizing the loss Lt:
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Transfer results
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Method - Stage II: Task-Specific Modelling
● Learn a readout function (Ds→t). 

● Ds→t is parameterized by θs→t minimizing the loss Lt:

● Include higher-order transfers to  receive multiple representations in the input.

Higher order transfers



Method - Stage II: Task-Specific Modelling

Pre-normalization



Method - Stage III: Ordinal Normalization using AHP

● A naive normalization can apply to linearly rescale each row of the matrix to the range [0, 1]. But this 

approach fails when the actual output quality increases at different speeds w.r.t. the loss.

● Apply ordinal normalization derived from Analytic Hierarchy Process (AHP).



Method - Stage III: Ordinal Normalization using AHP

Ordinal Normalization using AHP : 
● Construct a pairwise tournament matrix Wt .

● Take win-lose ratio between transfer si and sj.  

● Take the 1st principle component (normalized to sum to 1) of the matrix.

● Create the final matrix by stacking the 1st principle components for all t.



Method - Stage III: Ordinal Normalization using AHP

After AHP normalization



Step IV: Computing the Global Taxonomy
(Boolean Integer Programing (BIP))



Problem formulation
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Experiments I - Evaluation of Computed Taxonomies



Experiments I - Evaluation of Computed Taxonomies



Experiments II - Generalization to Novel Tasks

● Carefully transferring policies 
depending on the target is superior to 
fixed transfers

● Although taxonomy transfer policies 
lose to fully supervised networks, in 
most cases results get close to the 
gold standard with win rate at 40%



Experiments III - Significance Test of the Structure

● Outperforms all other 
randomly assigned 
connective networks, 
indicating the 
significant and 
existence of an 
underlying connective 
structure between the 
tasks



Experiments IV - Evaluation on MIT Places & ImageNet

● Spearman’s rho 
between taxonomy 
ranking and the Top-1 
ranking is 0.857 on 
Places and 0.823 on 
ImageNet showing a 
notable correlation



Experiments V - Universality of the Structure

System choices

I. Architecture of Task-Specific Networks
II. Architecture of Transfer Function Networks

III. Amount of Data Available for Training Networks
IV. Datasets
V. Data Splits

VI. Choice of Dictionary

Remarkably stable leading to almost no change in the output taxonomy



Experiments VI - Task Similarity Tree



Limitations and Discussion

● Model and data specific
○ Taxonomy is computed w.r.t. a particular model and dataset

● Compositionality
○ Tasks as composition of subtasks

● Non-visual tasks
○ Does this method apply to non-visual tasks?

● Lifelong/Continuous learning
○ Expanding the taxonomy after computing it



Thank You

● We’re happy to answer any questions :)


