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Introduction
- Scalable method to optimize CNNs

- Relatively low compute
- Easily generalizable

- Neural Architecture search (NAS)
- Reinforcement learning to optimize network architectures
- Expensive on large dataset (ImageNet)

- Introduce constraints
- Train on proxy dataset (CIFAR-10)

- Smaller = Reduced compute time
- Architecture complexity independent of network depth and image size

- Architecture cells have same structure but different weights 

- Constraints accelerate search speed on CIFAR-10 by a factor of 7x



Related Work
- Hyperparameter optimization

- Neural Fabrics : A “fabric” that embeds an exponentially large number of architectures
- DiffRNN: Gradient descent on the number of neurons
- MetaQNN: Build CNN via reinforcement learning
- DeepArchitecture: Develop tree-structured search spaces over network architectures and 

hyperparameters
- Evolutionary algorithms: Not much success at large scale

- Search Space
- Much inspiration from LSTMs
- NAS: Use RNN trained via RL to generate neural networks

- Transfer learning
- Xie and Yuille: Transfer learning between CIFAR-10 and ImageNet but performance is 

normally below state-of-the-art



Related Work
- Meta-learning

- Much attention in recent years but most approaches have not been scaled to large problems 
like ImageNet

- Recent work by Wichrowska et. al. has had some success in learning an optimizer for 
ImageNet classification that achieved notable improvements

- Modular Structure of Convolutional Cell
- VGG
- Inception
- ResNet
- Xception/MobileNet



Proposed Method

● Use a search method to find appropriate CNN architecture on a dataset.
● The main contribution of the paper is to define the search space.
● Motivation of search space definition:

● Most state-of-the-art networks repeat a certain pattern of architecture.



The search space
● Define predetermined set of operations / architectures.
● Compose and combine them to form a “convolutional cell”.
● Stack the “convolutional cells”, each having different weights.
● Two types of convolutional cells:

○ Normal Cell: Same feature dimension as input
○ Reduction Cell: Reduce the feature size by 2.



Search Method
● Used Network Architecture Search (NAS) (Zoph and Le, ICLR 2017).



Search Method
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"Best Architecture": NASNet-A



CIFAR-10 Classification Benchmark

previous best

new best



ImageNet Classification Benchmark
NASNet-A beats all other models with fewer parameters! Learned on CIFAR-10



ImageNet Classification Benchmark
NASNet-A beats all other models with fewer-ish operations!



COCO Object Detection Benchmark
NASNet-A beats all other models



Discussion: Pros & Cons
Pros

● High impact paper - less of grad 
student/researcher descent

● Thorough evaluations and comparisons to 
appropriate baselines

● Architecture transferability to other tasks
● Inspired many impactful future works

Cons/Questions

● Block composition is manually determined
● Still expensive
● Faster than NAS...but at what cost?

○ Assume a block can be learned on 
smaller dataset

○ Restricted operations
● Gap between RL and Random is small 

(although section 4.4 address this)
● Why does ScheduledDropPath work better?



Discussion: Future work
Efficient Neural Architecture Search via Parameter Sharing (16 hrs on 1080ti)

● Key Idea: Don’t retrain weights during the search - share them!
● 2.89% test error vs 2.65% test error

N2N LEARNING: NETWORK TO NETWORK COMPRESSION VIA POLICY GRADIENT 
REINFORCEMENT LEARNING (? hrs 4 Titan X)

● RNN to select: Stage 1) layers to remove Stage 2) channels to remove



Discussion: Future work
AMC: AutoML for Model Compression and Acceleration on Mobile Devices (fastest is 
1 hr on Titan Xp)
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