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Motivation

● Aid for the visually 
impaired

● Personal assistants
● Human robot 

interaction

2https://www.organicauthority.com/.image/t_share/MTU5MzMwMTE3MjM5MTIxNTA0/dog-toy-cc.jpg



Current Methods

“A dog is 
sitting on a 
couch with 
a toy”

3Source: Neural Baby Talk by Jiasen Lu et. al.



Current Issues

1.

2.

3.
Das, Agrawal, Zitnick, 
Parikh, Batra. 2016
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Proposed Method

● Use object recognition to 
bolster image captioning

● 11% increase in average 
precision on COCO 
dataset in the last year

● Encourages visual 
grounding (i.e., associates 
named concepts to pixels 
in the image)
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Natural and
accurate?

Accurate but 
unnatural

Neural
Baby Talk

Proposed Method

Slot Filling

Encoder-
Decoder

Natural but 
inaccurate
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Object Recognition
● Anne Hendricks et al., 2016
● Venugopalan et al., 2017
● Anderson, et al., 2017

Related Work

Slot Filling
● Farhadi et al., 2010
● Kulkarni et al., 2011

Encoder-Decoder
● Kiros, Salakhutdinov, & 

Zemel, 2014
● Mao et al., 2015
● Xu et al., 2015
● Vinyals et al., 2015
● You et al., 2016
● Rennie et al., 2017
● Anderson et al., 2018

Grounded Language
● Johnson, Karpathy, & 

Fei-Fei, 2016
● Kazemzadeh et al., 2014
● Plummer et al., 2015
● Hu et al., 2016
● Luo & Shakhnarovich, 2017

7



Image source: Neural Baby Talk by Jiasen Lu et. al.

High Level Methodology
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Result: caption entities are 
grounded in image regions A puppy with a tie is sitting at table with a cake



Slotted Caption Template Generation

1. Use CNN for object detection:
a. Detected objects and their bounding boxes become candidate grounding regions

2. Use CNN to generate feature map of input image (as in Assignment 3)

3. Use RNN to generate caption template 
a. Initialize hidden state with CNN image features 
b. Training time: each input is ground truth caption word
c. Inference time: each input is sampled from previous output
d. Slots for visual words are generated using a pointer network [give blackbox description of Ptr-Net]

i. Pointer networks map (point) tokens in the output sequence to tokens in the input sequence  
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Slotted Caption Template Generation
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Out: A <region-2> with a <region-3> is sitting at <region-4> with a 
<region-5>

In: 1) Obtain candidate grounding regions:
                     cabinet, dog, tie, chair, table, cake, frame

2) Use a (Ptr-Net) RNN to generate caption 
template:

a) Given candidate regions, Ptr-Net 
“points” from a token in the caption to 
an associated image region. 

- Note: Ptr-Net can be used whenever we 
want to map output elements back to input 
elements exactly. 

Image source: Neural Baby Talk by Jiasen Lu et. al.



Pointer Networks        (Vinyals O, Fortunato M, Jaitly N. NIPS 2015)
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2) Use a (Ptr-Net) RNN to generate caption template

sequence-to-sequence (Assignment 3)

W
in

W
rec

h
1

h
t+N

...

<SOS>

p(w1)
p(ww)

…
p(wW)

CNN

A <EOS>

p(w1)
p(ww)

…
p(wW)

p(w1)
p(ww)

…
p(wW)

...

...



Pointer Network        (Vinyals O, Fortunato M, Jaitly N. NIPS 2015)
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2) Use a (Ptr-Net) RNN generate caption template

CNN

Ptr-Net (Neural Baby Talk example)

with        a         <r-3>       is       sitting      at       <r-4>     with        a        <r-5>      A <r-2>



Filling in the Slots
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In: - A <region-2> with a <region-3> is sitting at <region-4> with a <region-5>
      - cabinet, dog, tie, chair, table, cake, frame    (coarse names from object detector)

Out:      A puppy with a tie is sitting at table with a cake

1) Classify Plurality 2)      Determine Fine Grained Category  

ReLU softmax

2

3

1

k

1

300

ReLU

dog

dog

dog

dot softmax

2

3

1

k

puppy



Objective
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Training: minimize this 
cross-entropy loss



Evaluation

Datasets
Flickr30k: 31,783 images, 5 captions per image, 275,555 annotated bounding boxes
COCO: 164,062 images, 5 captions per image

Object category to words
For COCO dataset. (e.g., mapping <person> to [“child”, “baker”, …])

Caption pre-processing
Caption truncation (if > 16 words)
Building vocabulary (9,587 words for COCO, 6,864 words for Flickr30k)
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Evaluation

1. Standard Image Captioning
BLEU: precision
METEOR: averaged precision and recall
CIDEr: averaged cosine similarity
SPICE: defined over scene graphs
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Flickr30k dataset COCO dataset

source: Neural Baby Talk by Jiasen Lu et. al.Xu et al. (2016). Show, Attend and Tell: Neural Image Caption Generation with Visual Attention



Evaluation
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COCO

Flickr30k

FailureSuccess

* Different colours show a correspondence between the visual words and grounding regions.
* Grey regions are the proposals not selected in the captions.

source: Neural Baby Talk by Jiasen Lu et. al.



Evaluation

2. Robust Image Captioning  

To evaluate image captioning for novel scene compositions

Robust-COCO split

● Distribution of co-occurring objects in train data is different from test data

● Calculate the co-occurrence statistics for 80 object categories

● Sufficient examples from each category in train set

● Novel compositions (pairs) of categories in test set

Accuracy

● Whether or not a generated caption includes the new object combination

● 100% accuracy for at least one mention of the novel category pair
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Evaluation

Robust-COCO split

: worse (2~3 points drop) performance for all models
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COCO dataset with Robust split

FailureSuccess

Image source: Neural Baby Talk by Jiasen Lu et. al.



Evaluation

3. Novel Object Captioning
Excludes all the image-sentence pairs that contain at least one of the eight objects in COCO

(“bottle”, “bus”, “couch”, “microwave”, “pizza”, “racket”, “suitcase”, and “zebra”)

Test set is split into in-domain and out-of-domain subsets

F1 score

: checks if the excluded object is correctly mentioned in the generated caption
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Evaluation

21source: Neural Baby Talk by Jiasen Lu et. al.



Evaluation
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FailureSuccess

Image source: Neural Baby Talk by Jiasen Lu et. al.



Conclusion

A novel image captioning framework 
: natural language + grounded in detected objects

Two-stage approach
: 1) generate hybrid template

: 2) fills the slots with categories recognized by object detector

NBT outperforms the state-of-art models on standard, robust, and novel object captioning
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Limitations

1. Caption template generation and slot filling parts are trained end-to-end. Why not add the CNN to 

the model for fine tuning during training?
a. Authors note a strength of NBT is that you can swap object detectors to suit problem
b. Would have been interesting to see difference in evaluation metrics

2. Not clear how useful fined grained category name assignment is.
a. In general, authors could have compared performance with and without this sub-model

24Image source: CPSC 532S lecture slidesTable source: Neural Baby Talk by Jiasen Lu et. al.



Possible Extensions

1. Compare NBT performance with and without end-to-end training of the CNN

2. Perform object detection in model that maximizes accuracy-specificity tradeoff.
a. Critical for real world tasks that authors use as their motivation (ex: helping visually impaired)

i. Likely harm COCO evaluation metrics -> points to the need for a new metric for this real 
world task

b. Accomplish this by:
i. Pretrain CNN pre-trained on ImageNet

ii. Classify according to semantic hierarchy (eliminating part of slot filling model)
1. Already organized by WordNet hierarchy
2. See my course project for doing this with modern CNN architectures
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Thank you.

Questions?
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Back-up Slides
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Compared Models

Hard-attention
: Attention-based image caption

(“soft” or “hard” attention)
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Xu et al. (2016). Show, Attend and Tell: Neural Image Caption Generation with Visual Attention



Compared Models

ATT-FCN
: Attention-based image caption

(semantically important regions)
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You et al. (2016). Image Captioning with Semantic Attention



Compared Models

Adaptive
: Attention-based model with a visual sentinel

(“when” to look at + “which” region)

30
Lu et al. (2017). Knowing When to Look: Adaptive Attention via A Visual Sentinel for Image Captioning


