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Visual question answering

CNN

Woman

Who is wearing
glasses?

LSTM

MERGE

N
>

e Generalizes well to new kinds of questions
o who is wearing spectacles; how many people?

Antol etal. Vqa: Visual question answering : Proceedings of the IEEE International Conference on Computer Vision

Predict




Compositional visual reasoning

Q: How many spheres
are the left of the big
sphere and the same
color as the small rubber
cylinder?

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Compositional visual reasoning

Identify big sphere

Q: How many spheres
are the left of the big
sphere and the same
color as the small rubber
cylinder?

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Compositional visual reasoning

Identify big sphere

|

Spheres on left

Q: How many spheres
are the left of the big
sphere and the same
color as the small rubber
cylinder?

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Compositional visual reasoning

Identify big sphere

|

Spheres on left

|

Rubber cylinder

Q: How many spheres
are the left of the big
sphere and the same
color as the small
rubber cylinder?

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Compositional visual reasoning

Identify big sphere

|

Spheres on left

|

Rubber cylinder

|

Sphere of same color

Q: How many spheres
are the left of the big
sphere and the same
color as the small
rubber cylinder?

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Compositional visual reasoning

Identify big sphere

|

Spheres on left

|

Rubber cylinder

|

Sphere of same color

|

Count

Q: How many spheres
are the left of the big
sphere and the same
color as the small rubber
cylinder? A:1

Johnson, Justin, et al. CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning. (CVPR), 2017



Standard VQA?

Q: How many spheres are the
left of the big sphere and the
same color as the small
rubber cylinder?

CNN

Answer?

T

Predict

\ MERGE
/

LSTM

LIMITATIONS

Can’t model complex questions



Standard VQA?

Q: How many spheres are the
left of the big sphere and the

same color as the small

rubber cylinder?

CNN

Q: How many spheres are the
right of the big sphere and
the same color as the small
rubber cylinder?

Answer?

T

LSTM

MERGE

Predict

N
/

LIMITATIONS

Can’t model complex questions
Lacks composition
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Standard VQA?

Q: How many spheres are the Q: How many spheres are the
left of the big sphere and the right of the big sphere and

same color as the small the same color as the small
rubber cylinder? rubber cylinder?
LIMITATIONS
Answer? e Can’t model complex questions
Sphere? — | Move Left \ T e Lacks composition
Predict
: Spheres /
?
Cylinder? —_ | of same
color

Decompose the network into multiple modules



Standard VQA?

Q: How many spheres are the
left of the big sphere and the
same color as the small
rubber cylinder?

CNN

Q: How many spheres are the Q: How many objects are
right of the big sphere and either red cylinders or metal
the same color as the small objects?

rubber cylinder?

Answer?

T

Predict

\ MERGE
/

LSTM

LIMITATIONS

e Can’t model complex questions
e Lacks composition
e Uses same structure
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Standard VQA?

Q: How many spheres are the Q: How many spheres are the Q: How many objects are

left of the big sphere and the right of the big sphere and either red cylinders or metal
same color as the small the same color as the small objects?
rubber cylinder? rubber cylinder?

G LIMITATIONS

A/C>|i|

e Can’t model complex questions
e Lacks composition
e Uses same structure

G
AN = Solution

e Use composition and structure

Use separate networks for each question 13



Instead: consider a compositional model

Q: How many sphereS are the compare material

left of the big sphere and the /' \

same color as the small Common operations

. " query query
rubber cylinder Attributes identification RIS Eal dhvl
Counting objects
Q: How many spheres are the Comparisons B
. . . . . filter relate

right of the big sphere and the ' |Spatial relationships shape=sphere right
same color as the small ;/ |Logical operations t t
rubber cylinder?

,,’ filter filter

! size=big shape=cube

Q: Is the big sphere the same
material as the thing on the ; Network architecture

right of the cube? corresponding to the
third question
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Overview of approach

Question

Are ==

there =

MOre ==

cubes ==

than =

yellow =»

things =+»

Program
Generator

Program

greater than

count count
filter filter
shape= color=
cube yellow
scene scene

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk
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Overview of approach

Question

Are ==

there =

more ==p

cubes =

than =

yellow =

things =

—

—

—

—

Program
Generator

Program

greater than

count count
filter filter
shape= color=
cube yellow
scene scene

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk
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Answer: Yes
+

Execution
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Module networks

Question Answ:r: Yes
Are =4 Execution
there =+ Engine
Program
MOre ==
reater than 7N
cubeshe NLP | 2w | A
. 5 count count
than = Semantlc t t
filter filter
shape= color=
yellow =» Parser cu{:e yellow
t t
things - | scene scene i
Program
Generator

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk




Module networks

Question

Are ==

there =

more ==p

cubes =

than =

yellow =»

things =+

NLP
Semantic
Parser

Program
Generator

Program

greater than

count count
filter filter
shape= color=
cube yellow

t t

scene scene

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk

)
/N N

NN N N

Answer: Yes

T

\ Classifier [
t

I greater than

. B

' count l' count

filter H filter

shape= || color=
cube yellow
¢ t_
CNN \

Execution
Engine
‘Module
Inventory |

greater Icount‘:
than |

filter Iexistl:
color= '
yellow equalw:

Module Network,
Andreas et al,
CVPR 2016

18



Modules recap

Attention Classification
attend : Image — Attention classify : Image x Attention — Label
attend[dog] ' classify[where]
Convolution > Attend | FC = Softmax
_aj
Re-attention Measurement
re-attend : Attention — Attention risasire s Aeniion = Habel

re-attend[above] measure[exists]

@ !—0 ReLU (P FC P Softmax yes

Andreas etal; Deep Compositional Question Answering with Neural Module Networks: arxiv 2017
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Module networks - lIimitations

_ Trained separately
Uses some pre-trained parser

Question Answer: Yes
Are =+ ‘classifier|  Execution
there =+ y 1 Englne
greater than ‘ 7 7
Program .+ttt + Module
more =t 1 count || count l : Inventory |
greater than /\/\/\ *g : ; : reater :
cubes =+ NLP | /7 “\ g R & ® . filter | filter | 1| " 4pop ICOUM‘:
S . count count || Shage: ;:1?;: ' : H'l;cr ’L‘Xiﬁt ‘ I
cube , st ||
than = emantlc ”lfu_r f”tcr % 1 | color= :
Parser shap(:‘= color= / CNN | yellow || equal ‘ |
yellow =» cube yellow Vi : = !
t t
thingg L scene scene
Program Module Network,
Andreas et al,
Generator CVPR 2016

Graphics take from -> https://www.youtube.com/watch?v=3pCLmaZFqSk



Inferring and executing programs

Trained end-end!!!

Question Answer: Yes
Are - 2006 | Classifier | Execution
i - Engine
there - count l greater than ‘ e e
filter Program t | t ' - Module
more - shape= ‘ count count : |
cube A . ] = ' Inventory |
greater than ol ™ ? ) i‘ /[ greater I
CUbeS - scene / \ o S S A S s filter filter ! than count |
| count count shape= || color= | — :
f f cube yellow | | filter ’cxist‘,
than - count 1 ? 1| color= |
filter filter | 1" = ual"
filter shape= color= / CNN | yetlow q I
yellow = color= cube yellow L | = !
yellow f f
things B< scene scene
scene
Program Module Network,
Andreas et al,
Generator CVPR 2016

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk



Inferring and executing programs

Question

Are

there

more

cubes

than

yellow

things

—

—-

-

Program

greater

than

count

filter
shape=
cube

scene

count

filter
color=
yellow

scene

Generator

Program

greater than

count count
filter filter
shape= color=
cube yellow
scene scene

Graphics take from -> https://www.youtube.com/watch?v=3pCLma2FqSk
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NN N N

Answer: Yes
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| Classifier |

t

| greater than ‘
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filte

cube

t

shape=
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CNN

count l

color=

filter
yellow

1
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Execution
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color= |
yellow equal‘:

Module Network,
Andreas et al,
CVPR 2016
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Execution engine

Answer: Yes

I

[_;Jqsgﬂﬁg(J
greater than
| S |
count count
1 1
filter filter
shape= color=
cube yellow
¢ t_
A CNN \

Execution
Engine
. Module
" Inventory
| greater couﬁt
\|__than :
| tirter || exist
Il color=
| yellow || equal

-

—Q

3x3 Conv

t

3x3 Conv

—
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Modules architectures

Layer Output size
Input image 3 x 224 x 224
ResNet-101 [ /] conv4 6 | 1024 x 14 x 14
Conv(3 x 3,1024 — 128) | 128 x 14 x 14
ReLU 128 x 14 x 14
Conv(3 x 3,128 — 128) | 128 x 14 x 14
ReLU 128 x 14 x 14

a) Visual feature extraction

Index

Layer

Output size

(1)
)
(3)
“)
)
(6)
(7
(®)
)
(10)

Previous module output
Previous module output
Concatenate (1) and (2)
Conv(1l x 1, 256 — 128)
ReLLU
Conv(3 x 3, 128 — 128)
ReLU
Conv(3 x 3, 128 — 128)
Residual: Add (5) and (8)
ReLLU

128 x 14 x 14
128 x 14 x 14
256 x 14 x 14
128 x 14 x 14
128 x 14 x 14
128 x 14 x 14
128 x 14 x 14
128 x 14 x 14
128 x 14 x 14
128 x 14 x 14

b.2) Binary modules

Layer

Output size

Index Layer Output size
(1) Previous module output 128 x 14 x 14
(2) Conv(3 x 3,128 — 128) | 128 x 14 x 14
3) ReLLU 128 x 14 x 14
4) Conv(3 x 3,128 — 128) | 128 x 14 x 14
(5) Residual: Add (1)and (4) | 128 x 14 x 14
(6) RelLU 128 x 14 x 14

b.1) Unary modules

Final module output
Conv(1l x 1, 128 — 512)

ReLU

MaxPool(2 x 2, stride 2)
FullyConnected(512 - 7 - 7 — 1024)

ReLU

FullyConnected(1024 — |A|)

128 x 14 x 14
512 x 14 x 14
512 x 14 x 14
DI2XTXT
1024
1024
|A|

d) Classifier
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What do the modules learn?

Q: What shape is the. . . ...purple thing? ...blue thing? ...red thing right of ...red thing left of
the blue thing? the blue thing?
A: cube A: sphere A: sphere A: cube

Q: How many cyan ...right of the gray cube? ...left of the small cube? ...right of the gray cube ...right of the gray cube
things are. .. and left of the small cube? or left of the small cube?
A:3 A:2 A: ] A: 4

Figure 3. Visualizations of the norm of the gradient of the sum of the predicted answer scores with respect to the final feature map. From
left to right, each question adds a module to the program; the new module is underlined in the question. The visualizations illustrate which
objects the model attends to when performing the reasoning steps for question answering. Images are from the validation set.
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Training

e Train Program Generator

e Freeze Program Generator,
Train Execution Engine

e Finetune
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> L5TI = BTEALE
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{

> LSTM = count

‘ filter

= |STM = shape=

‘ cube

> LSTM =» scene

{

> L5TM = count

‘ filter
> (STM = color=
‘ yellow

> (STM =» scene

Program
Generator

Reinforce

<

Answer: Yes

Program

greater than

count count
filter filter
shape= color=
cube yellow
scene scene

greater (han

m‘ﬂl ot |

) fillcr Hller
shape= || color=
cube || yellow
/ CNN \'\

Classifier | Execution

(
|
|

|
1

\ !
|

Engine

Module
Inventory |

greater lcount[:

filter ‘exist’
color=

yellow

lequal‘

Module Network,
Andreas et al,
CVPR 2016
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Clever dataset

A training set of 70,000 images and 699,989 questions

e A validation set of 15,000 images and 149,991 questions

e A test set of 15,000 images and 14,988 questions

e Answers for all train and val questions

e Scene graph annotations for train and val images giving ground-truth
locations, attributes, and relationships for objects

e Objects can be cubes, cylinders and spheres.

27



Experiments: Baselines

100
90
80
70
60
50
40
30

CLEVR Overall Accuracy

\
Strong
> program
supervision
54
- 7 y

Q-type LSTM CNN CNN+LSTM Human  Ours-strong
mode +LSTM +SA+MLP (700K prog.)
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Experiments: Strongly and semi-supervised

learning

100
90
80
70
60
50
40

30

CLEVR Overall Accuracy

97 95
89
73
54
|
42
‘,
Q-type LSTM CNN CNN+LSTM Human Ours-strong  Ours-semi  Ours-semi
mode +LSTM +SA+MLP (700K prog.) (18K prog.) (9K prog.)
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Experiments

Generalizing to new attribute combinations

Compositional Generalization Test (CoGenT)

This data was used in Section 4.7 of the paper to study the ability of models to
recognize novel combinations of attributes at test-time. The data is generated in
two different conditions:

Condition A Condition B
« Cubes are gray, blue, brown, or « Cubes are red, green, purple, or
yellow
« Cylinders are red, green, purple, or « Cylinders are gray, blue, brown, or
yellow
« Spheres can have any color « Spheres can have any color

Train A Finetune B
Method A B A B

Accuracy

LSTM | 552 509 | 51.5 549

CNN+LSTM | 63.7 57.0 | 583 6l1.1
CNN+LSTM+SA+MLP | 803 68.7 | 7577 75.8
Ours (18K prog.) | 96.6 73.7 | 76.1 92.7

100 Overall on B 100 Query Color on B 100 Query Shape on B

% 80 ./ﬁ._:: 80
80 60 60 fr o
70 m—— 40 — 40 R x x
60 o—o—o— «—rwzo;'/i—'i;Z—.zo
50 o= 0 0
0 10K 20K 30K O 10K 20K 30K O 10K 20K 30K
Num. B Questions Num. B Questions Num. B Questions
—e— Ours —e— LSTM +— CNN+LSTM —e— CNN+LSTM+SA+MLP
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Experiments

L : Ground-truth question: Ground-truth question:
Generathng to new queStlon types Is the number of matte blocks in How many objects are big rubber
front of the small yellow cylinder objects that are in front of the big
greater than the number of red  gray thing or large rubber things
rubber spheres to the left of the that are in front of the large
large red shiny cylinder? rubber sphere?
Program length: 20 A:yes v/ Program length: 16 A:7/

Short: all questions which their questions family has a
mean program length less than 16

Long: otherwise
Train Short Finetune Both
Method | Short Long | Short Long

LSTM | 464 48,6 | 465 499
CNN+LSTM | 54.0 528 | 543 542
CNN+LSTM+SA+MLP | 742 643 | 742 678

Predicted program (translated):  Predicted program (translated):

Ours (25K prog.) 95.9 553 95.6 77.8 Is the number of matte blocks in How many objects are big
. . / Il yellow cylind. bber objects i h
Table 2. Question answering accuracy on short and long CLEVR /70 &/ the small yellow cylinderrubber objects in front of the
greater than the number of large big gray thing or large

questions. Left columns: Models trained only on short questions; red shiny cylinders? rubber spheres?

our model uses 25K ground-truth short programs. Right columns: Programlength: 15 A:no X Programlength: 12 A: 2 X
Models trained on both short and long questions. Our model is

trained on short questions then finetuned on the entire dataset; no

ground-truth programs are used during finetuning. 31



Experiments

The CLEVR-Humans Dataset

Use of questions that are hard to answer for a “smart robot”

Filtered questions by asking three workers to answer them and removing
those that a majority of workers answers incorrectly.

About 17000 training questions and 7000 validation and test questions on
CLEVR images.

32



Experiments

Human-composed questions

Train Train CLEVR,

Method | CLEVR finetune human
LSTM 275 36.5
CNN+LSTM 37.7 43.2
CNN+LSTM+SA+MLP 50.4 57.6
Ours (18K prog.) 54.0 66.6

Table 3. Question answering accuracy on the CLEVR-Humans
test set of four models after training on just the CLEVR dataset
(left) and after finetuning on the CLEVR-Humans dataset (right).
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Results

Q: Is there a blue box
in the items? A: yes

Predicted Program:
exist
filter_shape[cube]
filter color[blue]
scene

Predicted Answer:
v yes

Q: What shape object
is farthest right?
A: cylinder

Predicted Program:
query._shape
unique
relate[right]
unique
filter_shape[cylinder]
filter color[blue]
scene

Predicted Answer:
v cylinder

Q: Are all the balls small?
A: no

Predicted Program:
equal_size
query._size

unique
filter_shape|[sphere]
scene
query._size
unique
filter_shape|[sphere]
filter size[small]
scene
Predicted Answer:
v no

Q: Is the green block to the
right of the yellow sphere?
A: yes

Predicted Program:
exist
filter_shape[cube]
filter color|[green]
relate[right]
unique
filter_shape [sphere]
filter color[yellow]
scene

Predicted Answer:
v yes

Q: Two items share a color; a
material, and a shape; what
is the size of the rightmost
of those items? A: large
Predicted Program:
count
filter_shape[cube]
same material
unique
filter_shape[cylinder]
scene

Predicted Answer:
X0
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Other approaches

How many other things are of the
same size as the green matte ball?

Question encoder (RNN)

Layout prediction
z (reverse Polish notation) e 8 A
& same size s the green matte ball? *'| 8
% Lzl

a find() d
- 5
e How many other things are of the | , > e
Q same size s the green matte ball? ‘5
5 3 )

% - >| % find

4

= Question attentions 1 ) /_{ Image features ]

Andreas et al. ICCV 2017

What size is the cylinder
that is left of the brown
metal thing that is left
of the big sphere?

Final CNN feature maps RN

[ | I 1
T Object pair
i ] with question  J-MLP

H

Element-wise
sum

o

what size is... sphere

I—I—I

LST™M

Santoro et al. arXiv 2017
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Strengths and weaknesses

Strengths

e Novel idea of using compositional reasoning to answer complex questions
e Train program generator on questions using LSTMs
e Training the whole network end to end

Weaknesses

e Not enough results on real images!
e More complex questions may not work properly
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Future works/ possible improvements

Ideas taken from paper

e Adding ternary operations (if/else/then) and loops (for, do) to answer
questions like “What color is the object with a unique shape?” .

e Control-flow operators could be incorporated into the framework
e Learning programs with limited supervision

Our ideas

e Using treeRNNSs to synthesize programs
e Testing the whole framework on real images
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Conclusion

e This method outperforms previous baselines.

e Neural module networks are a more natural way to reproduce reasoning step.

e More flexibility in the composition of the neural module network as modules
have generic architectures.
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Visual question answering

CNN

Woman

Who is wearing
hat?

e But does not really understand the question; same answer for

LSTM

MERGE

N
>

o who is wearing hat? who is wearing?; wearing?

Antol etal. Vqa: Visual question answering : Proceedings of the IEEE International Conference on Computer Vision
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Standard VQA?

Q: How many spheres are the Q: How many spheres are the
left of the big sphere and the right of the big sphere and

same color as the small the same color as the small
rubber cylinder? rubber cylinder?
Answer?
f
INPUT | . 'Sd;:'é'g ------ Left/ Right [~ Predict

Decompose the network!!



