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1.Introduction
Q: How many chairs are on the right side of 
the table in the image ?

A: 3

Q: What is in front of the door and on the 
right of the table in the image ?

A: chair

Q: What is in front of the white board or in 
front of the door in the image ?

A: table, chair

Image and QA are from DAQUAR Dataset
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Visual Turing Test

● It is a system that generates a random sequence of binary 
questions specific to the test image, such that the answer 
to any question k is unpredictable given the true 
answers to the previous k-1 questions (also known as 
history of questions).

● Aim: evaluate the Image understanding of a computer 
system, and an important part of image understanding is 
the story line of the image.

● Give a new direction to the computer vision research 
which would lead to the introduction of systems that will 
be one step closer to understanding images the way 
humans do.

- Wikipedia

Image credit to Gemana et al.,PNAS 2015
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Related Work (other tasks)

1. How can the computer ‘see’ the image?

CNN for Visual Recognition(as we did in A2)

2. How can the computer ‘understand’ the question and ‘answer’ the question?

RNN/LSTM for sequence modeling(as we did in A3)

3. Other task to combine the image and text?

Image caption(as we did in A4), Image grounding
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Model: Ask Your Neurons(End-to-end)
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Model: Ask Your Neurons

Predict the answer:

------ image representation

- question word sequence

-  the set of previous words

Notice: Loss only at answer words
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LSTM
Non-linearity:

LSTM equations:

Loss: Cross-entropy
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CNN
1. CNN models are pre-trained on ImageNet dataset
2. GoogleNet consistently outperforms AlexNet

Images from Leonid’s slides 8



Neural model vs Symbolic model
Symbolic approach (NIPS’14)
‣ Explicit representation
‣ Independent components

- Detectors, Semantic Parser,
Database

- Segmented pictures
‣ Components trained separately
‣ Many ‘hard’ design decisions

Ask Your Neurons 
‣ Implicit representation
‣ End-to-end formula

- From images and questions to
answers
‣ Joint training
‣ Fewer design decisions

Slides credit to Malinowski et al., oral presentation on ICCV,2015 
9



Neural Visual QA vs Neural Image Caption
Neural Image Description
‣ Conditions on an image
‣ Generates a description
- Sequence of words
‣ Loss at every step
‣ Hard to validate 

- Diversity of description

Ask Your Neurons (Our)
‣ Conditions on an image and a question
‣ Generates an answer

- Sequence of answer words
‣ Loss only at answer words
‣ Easy to validate

- Generally, questions has unique 
answers

Slides credit to Malinowski et al., oral presentation on ICCV,2015 
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Training:
GoogleNet pretrained on ImageNet. 

Default hyper parameters for LSTM and CNN.

Randomly initialized the last FC layer of CNN, trained together with LSTM.

Train, validate and test on the same dataset DAQUAR as their previous work

No information on the training/validation/test set split of their data, or on the 
definition of their accuracy metrics.

We assumed it was the same as in their previous work.
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DAtaset for QUestion Answering on Real-world images (DAQUAR)

795 training images 6795 question-answer pairs

653 test images 5673 question-answer pairs

Asked 5 humans to provide questions and answers the only instructions were:

“Provide valid questions and answers related to basic colors, numbers, or types of 
both objects and sets of objects”

some biases showing humans tend to focus on a few prominent objects. For 
instance we have more than 400 occurrences of table and chair in the answers.

Dataset
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Figure credit to Malinowski et al., Multi Question ICCV,2014 13



Evaluation metrics:
1. Strict string matching:

2. Semantic matching using WUP to account for word-level ambiguities:

a. I.e ‘carton’ and ‘box’ can be associated with similar concepts, so the model should not be 

strongly penalized for this type of mistakes.
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Wu-Palmer (WUP) word similarity measure
1. Based on edge counting in a taxonomy like WorldNet or Ontology

2. WUP also weights the edges based on distance in the hierarchy. 
a. Ex: Going from inanimate to animate is a larger distance than going from Felid to Canid.

3. WordNet:
a. Large lexical database of English words grouped into sets of cognitive synonyms (synsets), 

each expressing a distinct concept

b.  Synsets are interlinked by means of conceptual-semantic and lexical relations
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Example:
WUP(curtain, blinds) = 0.94
WUP(carton, box) = 0.94
WUP(stove, fire extinguisher) = 0.82

Figure credit to Malinowski et al., Multi Question ICCV,2014 
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WUPS (WUP Set)

Multiply WUP(a, b) with 0.1 
whenever  WUP(a, b) < t

For precise answers, consider to 
words similar if WUP(a, b) > 0.9

t = 1, is same as string matching
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Table credit to Malinowski et al., oral presentation on ICCV,2015 18



Evaluation

● Comparison with previous approach based on semantic parsing

● Comparison with how well questions can be answered without images

● Tried different subsets of the dataset and different accuracy metrics 

(to boost their score?)
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Table credit to Malinowski et al., oral presentation on ICCV,2015 20



● Their performance drops 
dramatically with longer 
answers. 

● They mention dataset 
bias:
○ 90% of the answers 

contain a single word

Table credit to Malinowski et al., oral presentation on ICCV,2015 21



● 5 additional test answers 
for each image-question 
pair (by 5 additional 
people).

● Same directions as 
before.

● Their explanation as to 
why the benchmark 
performance of humans 
was 50%.

Table credit to Malinowski et al., oral presentation on ICCV,2015 22



Two new scores to capture consensus
● Average Consensus Metric (ACM): Prefers mainstream answers.

● Min Consensus Metric (MCM): Prefers closest matching answers.
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Table credit to Malinowski et al., oral presentation on ICCV,2015 24



Table credit to Malinowski et al., oral presentation on ICCV,2015 25



Some examples
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Counting Questions:

Table credit to Malinowski et al., oral presentation on ICCV,2015 27



Color Questions

Table credit to Malinowski et al., oral presentation on ICCV,2015 28



Spatial Relationship Questions

Table credit to Malinowski et al., oral presentation on ICCV,2015 29



Discussion
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Strength and Weaknesses:

● Novel approach to an interesting problem. 
○ But weak on evaluation. And low on implementation details 

● Compared only to their own previous works (without even mentioning the 
architecture of their previous works or making a comparison). 

● Unclear about training/test/validation splits and training parameters

● Modified both the dataset and evaluation metrics to boost their scores, to no 
avail. 

○ Changed the number of answer words
○ Changed the number of provided ground truth answers for each question
○ Used several metrics
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Difficulty with Spatial Relations
● Perform relatively well on “what color” and “how many” questions, but they 

have difficulty with questions like “what is to the left of the fridge”.

○ Could be due to CNNs. 
○ Providing more spatial information through an attention mechanism might help

● Also, difficulty with small objects, questions with negations, and shapes.

○ They attribute this to under-representation of these cases in training data
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Doesn’t Learn Enough From Images
● Humans answer 7.34% without images, and 50.20 % with images.
● Their system answers 17.06% without images, but only 17.49% with images.

● Our suggestions:
○ Increase the learning capacity of the portion of the model that learns from images
○ Encode the entire question first and pass it along with the image to a seperate LSTM
○ Pre-train the LSTM on a different question/answers set to reduce dependence on the 

particular question/answers contained in the training set.

33



34



Credit to Agrawal et al., Visual Question answering, ICCV,2016 

http://vqa.cloudcv.org/
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Visual Question Answering(CVPR 2016)
● Visual Question Answering Dataset (VQA): 

○ 250K  images (COCO and abstract scenes)
○ 760K questions
○ 10M answers by multiple people
○ "yes/no", "number", and "object" answers; majority single word 
○ Has confidence and Consensus measures (i.e. how many people agree on a given answer)

● Opens the way for automatic evaluation
○ many open-ended answers contain only a few words or a closed set of answers that can be 

provided in a multiple-choice format: http://visualqa.org/visualize/

● Adds human baseline performance and compares previous VQA methods
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Credit to Agrawal et al., Visual Question answering, ICCV,2016 
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Yin and Yang: Balancing and Answering Binary Visual Questions (CVPR 2016)

Credit to Zhanget al., Yin and Yang, ICCV,2016 
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Making the V in VQA Matter: (CVPR 2017)

● Answers why models ignore visual information
○ Inherent structure in our world and bias in language are easier signals to learn from

● Suggests a way to counter language priors
○ For each question, collect complementary images such that every question is associated with 

pair of similar images that result in two different answers to the question.

● Balanced VQA dataset
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Credit to Goyal  et al., making V in VQA, ICCV,2017 
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