
Lecture 12: Generative Models Cont. (GANs)

Topics in AI (CPSC 532L): 
Multimodal Learning with Vision, Language and Sound



Course Logistics 

— Assignment 4 will be out tomorrow (Friday) and is due in a week 

— Reminder: Project presentations on Thursday   
—  Logistics: form is up 
—  Send me slides to minimize laptop switching on the day



Last week …
PixelCNNs define tractable density function, optimize likelihood of training data:

VAEs define intractable density function with latent variables z (that we need to 
marginalize):

cannot optimize directly, derive and optimize lower bound of likelihood instead

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford
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VAEs define intractable density function with latent variables z (that we need to 
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What if we give up on explicitly modeling density, and just want to sample?

GANs: don’t work with any explicit density function



Generative Adversarial 
Networks (GANs)



Generative Adversarial Networks

Problem: Want to sample from complex, high-dimensional 
training distribution. There is no direct way to do this!  

[ Goodfellow et al., 2014 ]
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Generative Adversarial Networks

Problem: Want to sample from complex, high-dimensional 
training distribution. There is no direct way to do this!  

Solution: Sample from a simple distributions, e.g., random 
noise. Learn transformation to the training distribution 

Question: What can we use to represent complex 
transformation function? 

[ Goodfellow et al., 2014 ]

zInput: Random noise 

Generator Network

Output: Sample from 
training distribution  
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Training GANs: Two-player Game [ Goodfellow et al., 2014 ]

Generator network: try to fool the discriminator by generating real-looking images 
Discriminator network: try to distinguish between real and fake images 
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Training GANs: Two-player Game [ Goodfellow et al., 2014 ]

Generator network: try to fool the discriminator by generating real-looking images 
Discriminator network: try to distinguish between real and fake images 

zRandom noise

Generator Network

Discriminator Network

Fake Images 
(from generator)

Real Images 
(from training set)

Real or Fake

* slide from Fei-Dei Li, Justin Johnson, Serena Yeung, cs231n Stanford



Training GANs: Two-player Game [ Goodfellow et al., 2014 ]

Generator network: try to fool the discriminator by generating real-looking images 
Discriminator network: try to distinguish between real and fake images 

Train jointly in minimax game 
Minimax objective function:

Discriminator output 
for real data x

Discriminator output for 
generated fake data G(z) 

Discriminator outputs likelihood in (0,1) of real image 

- Discriminator (θd) wants to maximize objective such that D(x) is close to 1 (real) and D(G(z)) is 
close to 0 (fake) 

- Generator (θg) wants to minimize objective such that D(G(z)) is close to 1 (discriminator is fooled 
into thinking generated G(z) is real)
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Training GANs: Two-player Game [ Goodfellow et al., 2014 ]
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Minimax objective function:

Alternate between: 
1. Gradient ascent on discriminator 

2. Gradient descent on generator
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2. Gradient descent on generator

In practice, optimizing this generator 
objective does not work well!



Training GANs: Two-player Game [ Goodfellow et al., 2014 ]
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Minimax objective function:

Alternate between: 
1. Gradient ascent on discriminator 

2. Gradient descent on generator

In practice, optimizing this generator 
objective does not work well!

When sample is likely 
fake, want to learn 
from it to improve 
generator. But 
gradient in this region 
is relatively flat!

Gradient signal 
dominated by region 
where sample is 
already good



Training GANs: Two-player Game [ Goodfellow et al., 2014 ]
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Minimax objective function:

Alternate between: 
1. Gradient ascent on discriminator 

2. Instead, gradient ascent on generator, different objective

Instead of minimizing likelihood of discriminator being 
correct, now maximize likelihood of discriminator 
being wrong. 


Same objective of fooling discriminator, but now 
higher gradient signal for bad samples => works 
much better! Standard in practice.



Sampling GANs

zRandom noise

Generator Network
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Generative Adversarial Nets

Generated Samples



GANs with Convolutional Architectures [ Radford et al., 2016 ]
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Interpolating between points in latent space

GANs with Convolutional Architectures [ Radford et al., 2016 ]
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GANs: Interpretable Vector Math [ Radford et al., 2016 ]

Smiling woman Neutral woman Neutral man

Samples 
from the 
model
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GANs: Interpretable Vector Math [ Radford et al., 2016 ]

Smiling woman Neutral woman Neutral man

Samples 
from the 
model

Average z  
vectors, do 
arithmetic
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GANs: Interpretable Vector Math [ Radford et al., 2016 ]

Smiling woman Neutral woman Neutral man

Smiling manSamples 
from the 
model

Average z  
vectors, do 
arithmetic
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Glasses Man No Glasses Man No Glasses Woman

Samples 
from the 
model

GANs: Interpretable Vector Math [ Radford et al., 2016 ]
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Glasses Man No Glasses Man No Glasses Woman

Samples 
from the 
model

Average z  
vectors, do 
arithmetic
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Glasses Man No Glasses Man No Glasses Woman

Woman with GlassesSamples 
from the 
model

Average z  
vectors, do 
arithmetic

GANs: Interpretable Vector Math [ Radford et al., 2016 ]
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Year of the GAN
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Year of the GAN
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GANs 
Don’t work with an explicit density function 
Take game-theoretic approach: learn to generate from training distribution 
through 2-player game  

Pros: 
— Beautiful, state-of-the-art samples!  

Cons:  
— Trickier / more unstable to train  
— Can’t solve inference queries such as p(x), p(z|x)  

Active area of research:  
— Better loss functions, more stable training (Wasserstein GAN, LSGAN, many others)  
— Conditional GANs, GANs for all kinds of applications  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