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Overview of Fine Granularity Scalability in
MPEG-4 Video Standard

Weiping Li, Fellow, IEEE

Abstract—Streaming Video Profile is the subject of an Amend-
ment of MPEG-4, and is developed in response to the growing need
on a video-coding standard for streaming video over the Internet.
It provides the capability to distribute single-layered frame-based
video over a wide range of bit rates with high coding efficiency. It
also provides fine granularity scalability (FGS), and its combina-
tion with temporal scalability, to address a variety of challenging
problems in delivering video over the Internet. This paper provides
an overview of the FGS video coding technique in this Amendment
of the MPEG-4.

Index Terms—Bitplane coding, Internet, media, MPEG, scala-
bility, standards, streaming, video.

Fig. 1. System configuration for Internet Streaming Video.
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I. INTRODUCTION

HE OBJECTIVE of video coding has traditionally beer Good
to optimize video qualityat a given bit rate Due to the
network video applications, such as Internet streaming vide
the objective is somewhat changed. This change is necess
because network video has introduced a new system configL yogerate
tion, as illustrated in Fig. 1, and the network channel capaci
varies over a wide range depending on the type of connectic

Desired
Objective

Layered
Scalable
Coding

and the network traffic at any given time. A X |
In a traditional communication system, the encoder cor fj j
presses the input video signal into a bit rate that is less thi Bad L
and close to, the channel capacity, and the decoder reconstr .
the video signal using all the bits received from the channt Low Channel Bitrate High

In such a model, two basic assumptions are made. The first
is that the encoder knows the channel capacity. The seconffifs2: !llustration of video coding performance.
that the decoder is able to decode all the bits received from
the channel fast enough to reconstruct the video. These trmbe. The bitstream should be partially decodable at any bit rate
basic assumptions are challenged in Internet streaming videithin the bit rate range to reconstruct a video signal with the
applications. First of all, due to the video server used betweeptimized quality at that bit rate. Fig. 2 illustrates this point.
the encoder and the channel, as shown in Fig. 1, plus theThe horizontal axis in Fig. 2 indicates the channel bit rate,
varying channel capacity, the encoder no longer knows tidile the vertical axis indicates the video quality received by
channel capacity and does not know at which bit rate the vidaauser. The distortion-rate curve indicates the upper bound in
quality should be optimized. Secondly, more and more apptjuality for any coding technique at any given bit rate. The three
cations use a software video client/decoder that has to shat@ircase curves indicate the performance of an optimal nonscal-
the computational resources with other operations on the uabte coding technique. Once a given bit rate is chosen—either
terminal. The video decoder may not be able to decode all tlosv, medium, or high—the nonscalable coding technique tries to
bits received from the channel fast enough for reconstructiashieve the optimal quality indicated by having the upper corner
of the video signal. Therefore, the objective of video codingf the staircase curve very close to the distortion-rate curve. If
for Internet streaming video is changed to optimizing the videgbe channel bit rate happens to be at the video-coding bit rate,
quality over a given bit rate rangénstead ofat a given bit the received video quality is the best. However, if the channel
bit rate is lower than the video coding bit rate, a so-called “dig-
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Fig. 3. SNR scalability decoder defined in MPEG-2.

scalability techniques, namely, SNR scalability, temporal scaleGS coding are described. Finally, the paper is completed with
bility, and spatial scalability, have been included. In such a lageme conclusions in Section VIl and an Acknowledgment in
ered scalable coding technique, a video sequence is coded Béation VIII.

a base layer and an enhancement layer. The enhancement layer

bitstream is similar to the base layer bitstream in the sense that it

has to be either completely received and decoded or it does not Il. BRIEF REVIEW OF LAYERED SCALABLE CODING

enhance the video quality at all. As shown in Fig. 2, such lay- TECHNIQUES

ered scalability techniques change the nonscalable single stair-

case curve to a curve with two stairs. The base-layer bit ratgBefore presenting the FGS technique in MPEG-4, other
determines where the first stair is and the enhancement la§&glable video coding techniques (SNR, temporal, spatial)
bit rate determines the second stair. The two curves shown@fi§ Priefly reviewed in this section. More detailed descrip-
Fig. 2 for layered scalability have different characteristics. THEPNS can be found in [2]-{22]. Signal-to-noise ratio (SNR)
first one has a poor performance for the base layer and a g&§&/ability is a technique to code a video sequence into two
performance for the enhanced video. The second is the opffd.ers at the same .frar'ne rate and the same spatial resolution,
site, namely, poor performance for the enhancement layer different quantization accuracy. Fig. 3 shows the SNR
good performance for the base layer. More detailed discussigtglability decoder defined in MPEG-2 video-coding standard
on some specific layered scalable coding techniques are grd-14]- The base-layer bitstream is decoded by the base layer
sented in the next section. As shown in Fig. 2, the desired objé@iable-length decoder (VLD) first. The inverse quantizer in
tive of video coding for Internet streaming video is to achiev§'® Pase layer produces the reconstructed DCT coefficients.
the continuous curve that parallels the distortion-rate curve wil#€ €nhancement bitstream is decoded by the VLD in the
a single bitstreamThis is the objective of the fine granularity®"hancement layer and the enhancement residues of the DCT

scalability (FGS) video-coding technique in the Amendment &Pefficients are produced by the inverse quantizer in the
MPEG-4 [1]. ephancementllayer. A higher accuracy DCT coefficient is Qb—
This paper provides an overview on the FGS video codiﬁ@'”ed by adding the base-layer recc_)nstructed DCT coefﬂ_ment
technique defined in MPEG-4. To fully take advantage of th@?d the gnhancement—layer D.CT reS|due.lThe DCT coefficients
FGS video-coding technique for streaming video applicationdith @ higher accuracy are given to the inverse DCT (IDCT)
many network-related issues have to be dealt with, which 4#git to produce recon_structed image domain residues that are to
not addressed in this paper. The next section briefly revieR§ added to the motion-compensated block from the previous
several layered scalable coding techniques from which ofi@me-
can see the similarities and differences between the FGdn this SNR scalability decoder, the enhancement-layer infor-
video coding technique and the other layered scalable vidégition is used in the motion-prediction loop. Therefore, there
techniques. In Section Ill, bit-plane coding of the DCT coeffi2re the following four possible results depending on the cor-
cients is described and compared with conventional run-ley&sPonding SNR scalability encoder and whether the enhance-
coding of the discrete cosine transform (DCT) coefficient§ient layer information is received by the decoder or not.
showing that bit-plane coding is more efficient than run-level 1) If the encodemusesthe enhancement-layer information
coding. In Section 1V, the basic FGS coding tools based on in the motion-prediction loop and the enhancement-layer
bit-plane coding are described. In Section V, the performance informationis receivedy the decoder, the enhancement-
of the FGS coding technique is compared with multilevel layer coding efficiency is high.
SNR scalability, nonscalable coding, and simulcast in terms of 2) If the encodemusesthe enhancement-layer information
coding efficiency. In Section VI, several advanced features of  in the motion-prediction loop and the enhancement-layer
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Fig. 5. A single-loop spatial scalability decoder.

informationis not receivedy the decoder, drift happens Spatial scalability is a technique to code a video sequence
in the base layer and coding efficiency is low. into two layers at the same frame rate, but different spatial reso-
3) If the encodedoes not uséhe enhancement-layer infor-lutions. The base layer is coded at a lower spatial resolution. The
mation in the motion-prediction loop and the enhanceeconstructed base-layer picture is up-sampled to form the pre-
ment-layer informations receivedby the decoder, drift diction for the high-resolution picture in the enhancement layer.
happens in the enhancement layer and coding efficiengig. 5 shows a single-loop spatial scalability decoder. The ad-
is low. vantage of single-loop spatial scalability is its simplicity. If the
4) If the encodedoes not us¢he enhancement-layer infor-spatial resolution of the base layer is the same as that of the en-
mation in the motion-prediction loop and the enhancérancement layer, i.e., the up-sampling factor being 1, this spatial
ment-layer informatiois not receivedby the decoder, the scalability decoder can be considered as an SNR scalability de-
result is the same as using the base layer only. coder too. Unlike the SNR scalability decoder in MPEG-2, the

o ) above spatial scalability decoder does not include the enhance-
Therefore, the choice is between the two curves illustrated jfant-layer information into the prediction loop. Therefore, if

Fig. 2 for the layered scalable coding techniques, namely, eithgg corresponding encoder does not include the enhancement-
the base layer has a poor performance to ensure a good peffgfar information into the prediction loop either, the base-layer
mance for the enhancement layer, or the enhancement layer i&¢ does not exist. Coding efficiency of the enhanced video
a poor performance to ensure a good performance for the basg,g such an “open-loop” scalable coding method suffers from
layer. the fact that the enhancement information of the previous frame
Temporal scalability is a technique to code a video sequerisanot used in the prediction for the current frame.

into two layers at the same spatial resolution, but different frameThe spatial scalability decoders defined in MPEG-2 and
rates. The base layer is coded at a lower frame rate. The enhahdBEG-4 use two prediction loops, one in the base layer and the
ment layer provides the missing frames to form a video withaher in the enhancement layer [2]-[6]. The MPEG-2 spatial
higher frame rate. Coding efficiency of temporal scalability iscalable decoder uses as prediction a weighted combination of
high and very close to nonscalable coding. Fig. 4 shows a strup-sampled reconstructed frame from the base layer and the
ture of temporal scalability. Only>-type prediction is used in previously reconstructed frame in the enhancement layer, while
the base layer. The enhancement-layer prediction can be eitier MPEG-4 spatial scalable decoder allows a “bi-directional”
P-type or B-type from the base layer dP-type from the en- prediction using up-sampled reconstructed frame from the
hancement layer. base layer as the “backward reference” and the previously
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TABLE | The following example illustrates the procedure. Assume that
CoDING GAIN OF BITPLANE CODING ; ; ; ;
CCIR601 SQUENCES the absolute values and the sign bits after zigzag ordering are
given as follows:
Sequence Configuration I-VOP Frame-rate
CCIR601 1.B.B.P.B.B P, Iin every 15 frames 30fps 10,0,6,0,0,3,0,2,2,0,0,2,0,0,1,0,...,0,0 (absolute
SIF L, PP P P PP First VOP 15fps H H
o PP PP ErOP TDfos 0,z,1,z,2,1,2,0,0,z,2,1,z,2,0,z,...,z,z (Sign bits.

The maximum value in this block is found to be 10 and the
' number of bits to represent 10 in the binary format (1010) is 4.
reconstructed frame in the enhancement layer as the “forwatderefore, the 4 bit-planes are considered in forming the (RUN,

reference”. EOP) symbols. Writing every value in the binary format, the 4
A common characteristic of the layered scalable codingit-planes are formed as follows:

techniques is that the enhancement layer is either entirely

transmitted/received/decoded or it does not provide any en-1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,...0,0 (MSB)
hancement at all. This is why such a layered scalable codingov 0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,...0,0  (MSB-1)
technique has the performance curve of two stairs illustrated > 9 1,0,0,1,0,1,1,0,0,1,0,0,0,0,...0,0  (MSB-2)

in Fig. 2. The major difference between FGS and the Iayeredov 0,0,0,0,1,0,0,0,0,0,0,0,0,1,0,...0,0  (MSB-3).
scalable coding techniques is that, although the FGS codiggnverting the four bit-planes into (RUN, EOP) symbols, we
technique also codes a video sequence into two layers, tge
enhancement bitstream can be truncated into any number of bits

. . ) . (0,1) (MSB)
within each frame to provide partial enhancement proportional (2,1) (MSB-1)
to the number of bits decoded for each frame. Therefore, FGS ’

! 0,0),(1,0),(2,0),(1,0),(0,0),(2,1 MSB-2
provides the continuous scalability curve illustrated in Fig. 2. (,’ ),(1,0),(2,0),(1,0),(0,0),(2, 1) ( )

(5,0),(8,1) (MSB-3).

Therefore, 10 (RUN, EOP) symbols are formed in this example.
These symbols are coded using variable-length code together
[ll. BIT-PLANE CODING OF THEDCT COEFFICIENTS with the sign bits, as shown at the bottom of the page. Each sign
bit is put into the bitstream only once right after the VLC code
In the conventional DCT coding, the quantized DCT coeffithat contains the MSB of the nonzero absolute value associated
cients are coded using run-level coding. The number of consegth the sign bit. For example, no sign bit follows the second
utive zeros before a nonzero DCT coefficient is called a “rurW/LC code of the MSB-2 plane because the sign bit has been
and the absolute value of the nonzero DCT coefficient is calledded after the VLC code in the MSB-1 plane.
a‘“level”. If a so-called “2-D” VLC table is used, the (run, level) To evaluate coding efficiency of the bit-plane coding tech-
symbol is coded and a separate “EOB” symbol is used to sigmédjue, we compare it with run-level coding without any scal-
the end of the DCT block. If a so-called “3-D” VLC table isability. In the experiment, bit-plane coding replaces run-level
used, the (run, level, eob) symbol is coded, where “eob” sigeding of the quantized DCT coefficients in a motion-compen-
nals the end of the DCT block. The major difference betweeated DCT coding structure and all the other operations in the
the bit-plane coding method and the run-level coding methoddeding structure are the same. The comparison is done on sev-
that the bit-plane coding method considers each quantized D&®&I CCIR601 interlaced sequences, as well as several QCIF and
coefficient as a binary number of several bits instead of a degH- sequences. Table | specifies the sequence configurations.
imal integer of a certain value [23], [24]. For eaghx 8 DCT In the experiment, fixed QP values are used, and therefore
block, the 64 absolute values are zigzag ordered into an arraythé PSNR values and subjective quality are exactly the same for
bit-plane of the block is defined as an array of 64 bits, taken obeth bit-plane coding and run-level coding. The only difference
from each absolute value of the DCT coefficients at the sarisethe number of bits used to code the DCT coefficients. Fig. 6
significant position. For each bit-plane of each block, (RUNshows the relative coding gain of bit-plane coding over run-level
EOP) symbols are formed and variable-length coded to produzmling in terms of the total number of bits used for coding each
the output bitstream. Starting from the most significant bit-plareequence. The experiment shows that bit-plane coding is always
(MSB plane), 2-D symbols are formed of two components: Ihore efficient than run-level coding. The coding gain is larger
number of consecutive zeros before a 1 (RUN) and 2) whethenen the QP value is smaller. Up to 20% of bit savings can
there are any ones left on this bit-plane, i.e., end-of-plane (EOB& achieved by using bit-plane coding. The reason for bit-plane
If a bit-plane contains all zeros, a special symbol ALL-ZERO isoding being more efficient is that the bit-plane statistics are

formed to represent it. independent of the QP value used for quantizing the DCT co-
VLC(0,1),0 (MSB)
VLC(2,1),1 (MSB-1)
VLC(0, 0), VLC(1,0), VLC(2,0),1, VLC(1, 0),0, VLC(0,0),0, VLC(2,1),1 (MSB-2)
VLC(5,0), VLC(8,1),0 (MSB-3)
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25 and implementation simplicity. This section describes some
details of using bit-plane coding to achieve FGS. In the first

subsection, the overall FGS coding structure used in MPEG-4
is presented. In the second subsection, a few details of FGS
coding are discussed. In the third subsection, profile definitions

St

-+ Fraibal

#— Flaes batiali

Coding Gain %]

Bus
= Chestkadar | IN the Amendment of MPEG-4 are briefly described.
-8 Funlair
A. Overall Coding Structure of FGS
‘ g : W & on ___'u The basic idea of FGS is to code a video sequence into a base
QP Velue layer and an enhancement layer. The base layer uses nonscal-
able coding to reach the lower bound of the bit-rate range. The
@) enhancement layer is to code the difference between the original
20 picture and the reconstructed picture using bit-plane coding of
_.? ': 1 Motelo |5IF) the DCT coefficients. Figs. 7 and 8 show the FGS encoder and
=~ 14 'l.ll 8wl iER | the decoder structures, respectively.
3P B inilrgicd gl The bitstream of the FGS enhancement layer may be trun-
ga B 1"'“‘ -a— Nows (OCIF] cated into any number of bits per picture after encoding is com-
3 _I*‘—‘E o = ceasmard (0CIF | pleted. The decoder should be able to reconstruct an enhance-
2 - BiemiWoce [DCF)| ment video from the base layer and the truncated enhancement-
0 - layer bitstreams. The enhancement-layer video quality is pro-
0 L - N portional to the number of bits decoded by the decoder for each
- picture. The FGS decoder structure shown in Fig. 8 is the one
(b) standardized in the Amendment of MPEG-4. There are some
Fig. 6. Coding gain of bit-plane coding over run-level coding. (a) CCIR60ROSSIDIE Variations to the standardized structure, which are dis-
sequences. (b) SIF and QCIF sequences. cussed in the next subsection. The functionality of “bit-plane

shift” shown in Figs. 7 and 8 is discussed in Section VI as ad-

efficients. In run-level coding, a large QP value results in moygnced features.

symbols of long run and small level while a small QP value rgg  some Details of FGS Coding

sults in more symbols of short run and large level. Thus, for _ .y . . . .
run-level coding, it is impossible for a single VLC table to be 1h€ basic description of the bit-plane coding technique in

optimal for all QP values. Any VLC table for run-level coding>ection Ill is for one8 x 8 DCT block. Some other details of
has to be a compromise over the QP values. On the other hatiind Pit-plane coding are discussed in this subsection.

in bit-plane coding, the statistics are very close, regardless the-) Different Numbers of Bit-Planes for Individual Color
QP value. For example, the MSB plane ofsar 8 DCT block Cqmponeqts:ln Fig. _7, _there is a functlonal block labeled
with QP = 8 is exactly the same as that withP = 16. Using “E|nd Max!mum”. This is to fmc_j th_e maximum number of
QP = 8 just results in one more bit plane than usidg = 16. bit-planes in a frame. As shovvp in Fig. 9, the three c_olor com-
Therefore, it is possible to design the optimal VLC tables fdt°onents(Y;U, V) may have different numbers of bit-planes
each bit plane. Although the statistics of the bit planes with tifa @ frame. Therefore, there are three syntax valmes-
same significance are very close, regardless the QP values,'figm-levely, maximum.levelu, and maximum.levelv
statistics of the bit planes with different significance can be vefipd€d in the frame header to indicate the maximum numbers of
different. Our studies have shown that the statistics of the fifdi-Planes for thé’, U, v components in the frame respectively.
three bit planes (MSB, MSB-1, and MSB-2) are very differedp the example _shown in Fig. 9, coding th_e first bit-plane of
from each other and from the lower bit-planes. Therefore, folft® frame only involves th&” component since th& or V'

different VLC tables have been designed for MSB plane, MSBSPMPONeNt has less bit-planes thantheomponent.
plane, MSB-2 plane, and the other bit planes. 2) Variable-Length CodesThe “Bitplane VLC” and the

“Bitplane VLD” blocks in Figs. 7 and 8 perform encoding
and decoding, respectively, of the (RUN, EOP) symbols as
IV. FGS UsING BIT-PLANE CODING OF DCT COEFFICIENTS discussed in Section 3. Four VLC tables corresponding to
FGS has been identified in MPEG-4 as a desired funthe most significant bit (MSB) plane, the MSB-1 plane, the
tionality, especially for streaming video applications. It i81SB-2 plane, and the other bit-planes are designed based on
well known that wavelet coding based on zero-tree arithmetige statistics shown in Fig. 10.
coding can also achieve the FGS functionality [25]-[29]. One important point to be noted is that the MSB plane in
Initially, three types of techniques were proposed for FGS the context of using the VLC tables is defined on a block
MPEG-4, namely, bit-plane coding of the DCT coefficientbasis. Not eveng x 8 DCT block has the same number of
[30], wavelet coding of image residue [31]-[33], and matchinkjt-planes. The MSB plane of each individual block is the
pursuit coding of image residue [34], [35]. After several corfirst bit-plane that is not an ALL-ZERO bit plane. This may
experiments [36], [37], bit-plane coding of the DCT coeffivary from block to block in terms of its absolute signifi-
cients was chosen due to its comparable coding efficiencgnt position in a frame. The usage of the VLC tables is ac-
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Y
Bitplane 0 u v
Bitplane 1 Bitplane 0

Bitplane 2 Bitplane 1 Bitplane 0

7 Biplane s S/ Bitplane 2 Bitptane 1
. Bitplane 4 Bitplane 3 Bitplane 2
Bitplane 5 Bitplane 4 Bilplane 3
s Bitplane 6 Bitplane 5 Bitplane 4

fgs_vop_max_level_y =7 fgs_vop_max_level_u =6 fgs_vop_max_level_ v=35

Fig. 9. An example of different numbers of bit planes for different color components.

cording to the individual block. Therefore, by definition, thenaximum size of each VLC table is 128 symbols. Statistics
MSB plane does not have the ALL-ZERO case. Since theoé the symbols have shown that the probability of a symbol
are 64 bits in each bit plane, the value of RUN may rande smaller if the value of RUN is larger. Because the proba-
from 0 to 62 forEOP =0 and from O to 63 forEOP =1. bhilities of large RUN values are very small, an ESCAPE code
Note that there cannot be a case of 63 consecutive zeros vidthused in each VLC table to signal a symbol with a large
EOP = 0 (this would mean that there are more nonzefBUN value. Following the ESCAPE code, 6 bits are used
bits following the bit one). Plus, the case of ALL-ZERO, théo code RUN and 1 bit for EOP. In each plot in Fig. 10,
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Fig. 11. Coding patterns for syntax element_fdmp.

the first half is for EOP = 0 and the second half is for Using 1 bit per block to signal the ALL-ZERO case is not ef-
EOP = 1. The ALL-ZERO symbol is in the middle andficient. A more efficient method is to use a macroblock (MB)
the ESCAPE symbol is at the end. The VLC table of theyntaxfgs cbp. The idea is to group the blocks in each MB
MSB plane does not contain the ALL-ZERO symbol. Thand to code the ALL-ZERO cases in the MB together.
ALL-ZERO case above the MSB plane of each block is sig- Fig. 11 shows the block patterns and codes for the first and
naled by a 1-bit syntax elementsb_not_reached Since it is the second bit-planes of a frame. In the most likely case, in
very likely that many’8 x 8 DCT blocks have fewer bit planeswhich all the blocks in an MB contain ALL-ZERO cases, a 1-bit
than the maximum number of bit planes in a frame, there arede is used to signal it, instead of 6 (5 or 4) bits by coding
many ALL-ZERO cases above the MSB plane of individuahsb_not_reachedfor each block. In the other extreme, for the
DCT blocks. In other words, the first couple of bit-planeérst bit-plane of a frame, the very unlikely cases of havihgr

of a frame are very likely to have many ALL-ZERO cases\” block withoutY” blocks are simply coded using fixed-length
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Fig. 13. A possible variation of the FGS decoder structure.

code (FLC) with 1 bit per block. For the second bit-plane of the first 8 bits of the 32 bits are information bits of the FGS
frame, only one case is coded using VLC. That is, when tli@me to be decoded. The decoder slides the bitstream pointer
first bit-plane of the MB has all ALL-ZERO blocks and theby one byte and looks ahead another 32 bits to check for
second bit-plane of the MB has all 6 blocks. All other cases fgs_vop_startcode.
the second bit-plane are coded using FLC. 4) Variations to the Standardized FGS Coding Structufes

3) Decoding Truncated Bitstreamsn a typical application mentioned in the previous subsection, there may be a few vari-
of FGS, the bitstream at the input of an FGS decoder isations to the overall FGS coding structure defined in MPEG-4.
truncated version of the bitstream at the output of an FG3ne of the variations is shown in Figs. 12 and 13 for encoder
encoder. It is likely that, at the end of each FGS frame befoaed decoder, respectively.
the next FGS frame start code, only partial bits of the FGS Comparing Figs. 12 and 13 with Figs. 7 and 8, one can no-
frame are at the input of the decoder due to truncation of tliee two main differences. One difference is that the variation
FGS bitstream. Decoding of the truncated bitstream is nstructure shown in Figs. 12 and 13 processes the residue signal
standardized in MPEG-4. One possible method for decodingrathe DCT domain while the standardized structure requires
truncated bitstream of an FGS frame is to look ahead 32 bitspaibcessing the residue signal in the image domain. The second
every byte-aligned position in the bitstream. If the 32 bits audifference is that the variation structure has a functional block
the fgsvop_startcode, the decoder either completes decodirgglled “Find Reference” that generates the reference signal in
up to the fgsvop_startcode or discards the bits before théhe DCT domain to be subtracted in the encoder and added in
fgs_.vop_startcode. If the 32 bits are not fggp_startcode, the decoder. The operation of taking residue is slightly different
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Fig. 15. Taking residue between original and lower boundary point of quantization bin.

in the variation method. Usually, a residue is taken between thaking residue between the original and the reconstructed DCT
original DCT coefficient and the reconstructed DCT coefficientoefficient is equivalent to moving origin to the reconstruction
Fig. 14 shows the distribution of such a residual signal. point. Therefore, the probability distribution of the residue be-
The upper half of Fig. 14 illustrates the probability distribueomes that shown in the bottom half of Fig. 14. The residue
tion of a DCT coefficient. Small values have higher probabifrom the positive side has a higher probability of being negative
ities and large values have smaller probabilities. The intervdlsan positive, and the residue from the negative side has a higher
along the horizontal axis are the quantization bins. The dot mobability of being positive than negative. The result is that the
the center of each interval is the reconstructed DCT coefficieptobability distribution of the residue becomes almost uniform.
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In the variation method, the difference is taken between the orig- PSNR Gain of Boundary Reference Method
inal and the lower boundary point of the quantization bin, except
the zero-bin, as shown in Fig. 15. In this method, the residue
from the positive side remains positive and the residue from the
negative side remains negative. Taking the residue is equivalent
to moving the origin to the reference point. Therefore, the prob-
ability of the residue becomes the one shown in the lower half
of Fig. 15, which preserves the shape of the original nonuniform
distribution.

To compare coding efficiency of the two different ways of
generating DCT residues, Fig. 16 shows the results of using the Sequence
two methods to code five different video sequences. ! ) ) ) )

It shows that using the boundary reference to generate FH% 16. Comparison of two different ways of generating the DCT residues.
DCT residues is always more efficient than using the recon-
structed DCT coefficient. The coding gain ranges from 0.25 toake a design tradeoff by eliminating the DCT unit in the en-
0.5 dB. Comparing the implementation complexity of the varhancement layer of the encoder and accepting the consequence
ation method shown in Figs. 12 and 13 with that of Figs. @f having mismatch errors when the bitstream is decoded by a
and 8, one can notice that the encoder shown in Fig. 7 requigtgndardized FGS decoder.
one more DCT units than the encoder shown in Fig. 12, while
the variation method requires a unit of “Find Reference” i€. Profile Definitions in the Amendment of MPEG-4

both the encoder and the decoder. Therefore, from computas oEG-4 is a multimedia coding standard that contains many

tional counts, it Seems that thg tvyo methods have aboutthe S%B\?/erful coding tools. For any given application, only a subset
level of complexity if the variation method is not more effi-

. ¥ ina th decod h of the coding tools will be used. Therefore, in order to limit
clent. However, comparing the two decoder structures show He implementation complexity, MPEG-4 defines profiles and

Figs. 8 and 13, one can notice that the variation method requifgge|s " ach profile contains a subset of tools. Within each

z closle com:jplingd_of thi_?ank;]an(;:emznt—layer decoﬁing V.Vit:;_t ?ofile, there usually are several levels defined to further limit
ase-layer decoding while the decoder structure shown in Fi h% complexity by having different values for different parame-

has the enhancemen@-layer .deCOd.ing completely separated figp ¢ yq coding tools. Looking at the available video-coding
the base-layer decoding until the final addition of the base-lay% dards and the MPEG-4 profiles, a need for defining a
picture and the enhancement-layer residue. Such a separatiogb ? ’

; arate profile for the base layer of FGS was identified in [43].
the enhancement-layer decoding from the base-layer decod a result, there are two profiles defined in the Amendment

makes practical implementation easier and more flexible, es%‘?'MPEGA One is called Advanced Simple Profile, which
qally the base-layer decoder design dges not have to be touc Htains a subset of nonscalable video-coding tools to achieve
if one has a nonscalable decoder design already. Therefore, | coding efficiency at any given bit rate within a wide

decoder structure shown in Fig. 8 was chosen to be standardi e of bit rates. The base-layer coding tools defined in the

n the-Amend.ment ,Of MPEG-4. . _Advanced Simple Profile include both P-VOP (forward pre-
_ Aninteresting point to be made is that, because the IDCT igg@ion only) and B-VOP (bi-directional prediction) for coding
linear operation, the residue calculation in the image domainig,iion_compensated residues. It includes the option of using
equivalent to that in the DCT domain if the reconstructed DCdyyr resilience tools (resynchronization marker, reverse VLC,
coefficients are used as the reference. The only nonlinear opgry qata partitioning). It provides backward compatibility with
ation is the clipping unit that sets any number Igss than ZerogQseline H.263 by including the short header option. It allows
zero and any number larger than 255 to 255. Since the encod@y v nes of quantization methods, one with a single quantizer
structure is not standardized in MPEG-4, one may use the §5 4| pCT coefficients and the other with a quantization
coder structure shown in Fig. 17, where the residue calculatign, iy for the DCT coefficients. It includes tools for efficient
is performed in the DCT domain and the DCT unit in the eNs,ging of interlaced video (field/frame motion compensation
hancement layer can be saved. This is equivalent to calculat% field/frame DCT). Using the Advanced Simple Profile as
the image domain residue before the clipping unit. Because fhe j5se layer, the FGS profile is defined to meet the require-
standardiz_ed .decod.er structure a(jds the base-layer picture hack: of optimizing video quality over a given bit rate range.
after the clipping unit, there is a mismatch between the encodgfe coding tools in the FGS Profile include the basic bit-plane

and the decoder. Since the enhancement-layer picture is N0t ysggl technique and the advanced features to be discussed in
in the prediction loop, the mismatch only affects the individuad g tion V1.

pictures without error propagation from one picture to the next.
To understand how much error the mismatch causes, an experi-
ment was performed. The results are shown in Fig. 18 [38], [39].

PSNR Gain (db)

V. CODING EFFICIENCY PERFORMANCE OFFGS

To evaluate the coding efficiency of the FGS technique, ex-
As shown in Fig. 18, the most mismatch errors are with a maggnsive experiments have been performed to compare FGS with
nitude of 1. Large errors occur very infrequently. Visually, thenultilayer SNR scalability, nonscalable coding, and simulcast.
errors do not make a noticeable difference. Therefore, one mEye test conditions are set up to cover a wide range of sequences,
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Frequency of Mismatch Errors it is expected that FGS has better coding efficiency than mul-

tilayer SNR scalability. Extensive experiments have confirmed
this point [41]. Fig. 19 shows the results. On each plot, Xhe

axis is the total bit rate, and thé axis is average PSNR of re-
constructed sequences. As the bit rate increases, the FGS curve
rises faster than the multilayer SNR scalability curve. FGS is
about 2-dB better at the high bit rates.
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0 5 w0 15 20 25 3 35 40 B. FGSversus Non-Scalable Coding
Difference In order to measure the coding efficiency of FGS, it is com-
le Carphone B Akiyo | pared with nonscalable coding that is the upper bound of any
scalable coding techniques [41]. Fig. 20 shows the results. As
Fig. 18. Experiment results on mismatch errors. the total bit rate increases, nonscalable curve increases faster

than the FGS curve, and the difference reaches about 2 dB at
bit rates, frame rates, and spatial resolutions. The number of ltite highest bit rate.
for each FGS frame is truncated according to the channel bit rate

and frame rate as follows: C. FGS versus Simulcast

bits/frame= bit rate/frame rate Another approach is to generate multiple bitstreams of mul-
tiple bit rates for the same content at the encoding time. For mul-
) B ticast on the network, the multiple bitstreams are transmitted by
A. FGS versus Multilayer SNR Scalability the server, and the total bit rate out of the server is the sum of
An alternative approach, which is close to the open-lodhe multiple bit rates. Each individual receiver takes one of the
enhancement structure of FGS, is to use the spatial scalabibitstreams according to its connection bit rate and decodes it to
as SNR scalability multiple times to create a multilayer SNReconstruct the video content. In case of channel bandwidth vari-
scalable bitstream. As shown in Fig. 5 of Section II, if thation due to local network traffic, the receiver may switch to a
up-sampling factor is chosen to be 1, the spatial scalabilityfferent bitstream. For unicast on the network, the multiple bit-
becomes open-loop SNR scalability. This SNR scalability techtreams are stored on the server and one of them is transmitted
nigue takes the difference between the original picture and tfvea receiver according to the channel connection of the receiver.
reconstructed picture, performs the DCT, quantizes the D@7 case of a channel bit-rate change, a feedback signal is sent to
coefficients, and codes the quantized DCT coefficients usitige server and the server switches to a different bitstream. This
run-level coding. The multilayer SNR scalability performs thisnethod of generating multiple bitstreams of multiple bit rates
procedure multiple times with a progressively better quality d6r the same content is called simulcast.
reconstructed picture. Although this approach does not providdn simulcast, one needs to decide, under a fixed total bit rate,
FGS, itis a possible candidate for comparison with FGS.  how many bitstreams at what bit rates should be generated. An-
Since bit-plane coding of the DCT coefficients has bettather constraint is to make the quality change between different
coding efficiency than run-level coding as shown in Section lIhitstreams not noticeable by the user. With the two constraints,
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Fig. 19. Compare FGS with multilyer SNR scalability.

the choices for the number of bitstreams and the bit rates &@S with simulcast of both two and three bitstreams [42]. The
very limited. If two bitstreams are generated, the most efficiehbrizontal axis is the user channel bit rate at which one can re-
choice of the two bit rates is one at lower bound and the othercative a video bitstream. The vertical axis is the average PSNR
(upper bound-lower bound). However, such a choice would raftthe reconstructed video received at the decoder through the
satisfy the constraint of having the quality change unnoticeabtgven channel bit rate. For example, if the user channel bit rate
To meet this constraint, one has to make two bit rates closerisgdower than 384 kbits/s, in the case of simulcast of two bit-
each other. This naturally leads to the choice of three bitstrearsgeams, the user can only receive the 128 kbits/s bitstream and
The highest and the second bit rates are related by a 75% rati@refore the reconstructed video quality stays the same as that
and the lowest bit rate is the lower bound. This leads to the faf 128 kbits/s. The FGS curve continuously rises as the user

lowing set of relations between the three bit rates: channel bit rate increases. The simulcast curves are staircase as
only two or three bit rates are allowed. Within each staircase,
R;, + R, + R; = total bit rate simulcast keeps the same quality. FGS is more efficient than
R,, = 0.75R,, simulcast of three bitstreams at the high end and more efficient

than simulcast of two bitstreams at the low end.
R; = lower bound

Depending on the bit rate range, more bitstreams may or may V1. ADVANCED FEATURES INFGS
not be feasible. For example, one of the test conditions in theTo further improve visual quality of FGS enhancement video,
core experiments in MPEG-4 is to have a bit-rate range from 1880 advanced features are included: frequency weighting and
to 512 kbits/s. With such a bit-rate range, it does not make asglective enhancement. Frequency weighting uses different
sense to have four or more simulcast bitstreams because {&dglghting for different frequency components, so that more
kbits/s}/4=128 kbits/s, i.e., all four bitstreams would have théits of the visually important frequency components are put
same bit rate of 128 kbits/s. Fig. 21 shows the results comparinghe bitstream ahead of that of other frequency components.
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Fig. 20. Compare FGS with non-scalable coding.

Selective enhancement uses different weighting for differetables are needed. The choice of VLC tables depends on the
spatial locations of a frame so that more bit-planes of sorfiest value of the frequency weighting matrix (shifted bits for
parts of a frame are put in the bitstream ahead of that of otlthke DC component). If it is O or 1, the original VLC tables
parts of the frame. Another advanced feature is to includee used. If it is 2 or 3, the median-shift VLC tables are used.
resynchronization markers in the enhancement layer to mdkét is 4 to 7, the high-shift VLC tables are used. A syntax
the FGS bitstream more error resilient for wireless applicatioetement,frequency_weighting_enable is used to indicate if
where random burst errors may occur. Yet another advandegjuency weighting is used or not. If frequency weighting
feature is a combination of FGS with temporal scalability ts used, load_frequency_weighting_matrix, another syntax

increase the bit-rate range a scalable bitstream covers. element, is used to indicate if a frequency weighting matrix
is included in the bitstream or not. If it is includeéte-
A. Frequency Weighting quency weighting_matrix, a list of 2 to 64 three-bit unsigned

integers is included in the bitstream. The integers are in zigzag

It is well known that different DCT coefficients affect the vi- s
sual quality differently. Usually, the accuracy of the low freprder. A value of zero indicates that no more values follow and

quency DCT coefficients is more important than that of th@e remainﬁng_values are set to zero. Each vaIL_Je in this matrix
high frequency DCT coefficients. Therefore, it enhances visuglUSed to indicate the number of bits to be shifted up (down)
quality better if the bits of the low-frequency DCT component©" the corresponding DCT coefficient in encoding (decoding)

are put into the enhancement bitstream earlier so that they &peShoWn in Fig. 22.
more likely to be included in a truncated bitstream. A frequency-
weighting technique is included in FGS to achieve this objecti
[44], [45]. For some frames of a video sequence, a part of a frame may
Since frequency weighting usually shifts the low-frequendye visually more significant than other parts. Therefore, we may
DCT coefficients up, the bit-plane statistics may change. Fase a bit-plane shifting method to put the bit-planes of the MBs
example, there are more short RUN values vil@P = 1 of interest earlier in the bitstream so that they are more likely
after frequency weighting. Therefore, two more sets of VL@ be included in a truncated bitstream [40]. A syntax element,

Selective Enhancement
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Fig. 21. Compare FGS with simulcast.
shifted_bit _planes (a number between 0 to 4) is specified t€ {51200 0CT Goatticionts

to 1 when selective enhancement is enabled or 0 otherwi |.
Fig. 23 illustrates how this technique is used to shift up tt |,
bit-planes in the center part of a frame. I O 5 2 R 2 e

indicate how many bit-planes are shifted up for the FGS mg | — /
roblock. A flag,fgs.vop_selectiveenhancementenable is set p A
vy

C. Error Resilience SO P 1 e A . .

In wireless applications, random burst errors may occur
the FGS bitstream, too. In order to quickly isolate the error -1
resynchronization markers are used in the enhancement-Is — ,,, e
bitstream [46]. Fig. 24 shows the FGS bitstream structure
with the resynchronization markers. A syntax elemertijg. 22. Illustration of bit shifting for frequency weighting.
fgs_resync.marker _disable, may be set to 1 to disable the
usage of the resynchronization markers.

With or without the resynchronization markers, there is a
start codefgs_bp_start_code to separate the bit-planes in each
frame. This start code serves two purposes. One is to be us¢ §hiff 2 Bitplanes U
as a resynchronization marker for the error-resilience purpose
The other is to help the server and/or the decoder to identify thi
beginning of a bit plane quickly without fully decoding all the
VLC codes. e

D. FGS Temporal Scalability e

In order to cover a wide range of bit rate with a scalable bit- ; v
stream, there is a need to combine FGS with temporal scale AL L
bility so that not only quantization accuracy can be scalable, bu - ra
also temporal resolution (frame rate) can be scalable [47]. Sinc s , 4
the temporal prediction for the temporal enhancement frame i i d
restricted to the base layer, the quality of each temporal en{.”
hancement frame does not affect the quality of any other frames.

Therefore, it is possible to use bit-plane coding for the entirgy. 23. lllustration of selective enhancement.
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Fig. 26. FGST and FGS organized into a single enhancement layer.

DCT coefficients in the temporal enhancement frame. This lsyer. From a syntax point of view, there are two ways to orga-
called FGS temporal scalability (FGST) because not only tinéze the temporal enhancement frames, as shown in Figs. 25 and
temporal enhancement frames can be dropped as in the 28-One way is to organize the them into a separate layer from
ular temporal scalability, but also the quantization accuracytise FGS frames (Fig. 25). This requires dealing with “two en-
scalable within each temporal enhancement frame. As alredthncement layers”. It provides more flexibility for servers and
shown in Section lll, coding efficiency of bit-plane coding is acdecoders to make the tradeoff between the picture quality and
tually higher than that of run-level coding. Therefore, using alémporal resolution without decoding all the frames.
bit-plane coding in the temporal enhancement frame has higheAnother way is to organize the FGST VOPs and FGS VOPs
coding efficiency than regular temporal scalability for codingnto a single enhancement layer (Fig. 26). This requires trans-
the DCT coefficients. This compensates its potential loss ofission of only one enhancement layer, but needs to decode
coding efficiency by not allowing predictions in the enhancdrame headers to determine whether a frame is FGS or FGST.
ment layer. There is a syntax elemerfgs_layer_type, that signals which
From an implementation point of view, this approach actuallyonfiguration is used in an enhancement layer. This is a 2-bit
saves an IDCT operation in the decoder compared with codiogde indicating whether this layer is FGS only (the middle en-
the DCT coefficients in both the base layer and the enhancemkahcement layer in Fig. 25), FGST only (the top enhancement
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layer in Fig. 25), or a combination of FGS and FGST (the etault of France Telecom, M. Zhou of Texas Instruments, and B.
hancement layer in Fig. 26). Each FGST VOP can be cod&dhuster of Alcatel for their support and contributions. The au-
using forward prediction or the bi-directional prediction fronthor would especially like to thank Dr. J.-R. Ohm of HHI for
the base layer. The syntax elemdgs vop_coding type, inthe his leadership as the Ad-Hoc Group Chair for the FGS work in
frame header identifies whether a frame is an FGS VOP, preddPEG-4. Finally, the author thanks the reviewers for providing
tive-coded FGS VOP, or bi-directionally predictive-coded FG8xcellent comments on the paper.
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