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Repeated Games

Play the same game over and over again.
Discuss in your groups what happens:

• …when you play Prisoner’s Dilemma 3 times in a row?
• …if you play PD infinitely?
• …if you play PD repeatedly, stopping each time if two coin flips both come up
heads?

• …if you play Battle of the Sexes repeatedly (in any of these conditions)?
• …if you play Matching Pennies repeatedly (in any of these conditions)?
If you like, actually play the games to see what happens.
Then let’s discuss together as a class.
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Perfect-Information Extensive-Form Games

• Game unfolds over time
• Players can see each other’s moves
• Can be written as a tree; leaves labelled with payoffs

5.1 Perfect-information extensive-form games 109

q
qqq

qqqqqq

����������

HHHHHHHHHH
A
A
A
A
A

�
�

�
�

�

A
A
A
A
A

�
�

�
�

�

A
A
A
A
A

�
�

�
�

�

1

222

2–01–10–2

yesnoyesnoyesno

(0,2)(0,0)(1,1)(0,0)(2,0)(0,0)

Figure 5.1 The Sharing game.

Notice that the definition contains a subtlety. An agent’s strategy requires a decision
at each choice node, regardless of whether or not it is possible to reach that node given
the other choice nodes. In the Sharing game above the situation is straightforward—
player 1 has three pure strategies, and player 2 has eight (why?). But now consider the
game shown in Figure 5.2.
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Figure 5.2 A perfect-information game in extensive form.

In order to define a complete strategy for this game, each of the players must choose
an action at each of his two choice nodes. Thus we can enumerate the pure strategies
of the players as follows.

S1 = {(A,G), (A,H), (B,G), (B,H)}
S2 = {(C,E), (C,F ), (D,E), (D,F )}

It is important to note that we have to include the strategies(A,G) and(A,H), even
though onceA is chosen theG-versus-H choice is moot.

The definition of best response and Nash equilibria in this game are exactly as they
are in for normal form games. Indeed, this example illustrates how every perfect-
information game can be converted to an equivalent normal form game. For example,
the perfect-information game of Figure 5.2 can be convertedinto the normal form im-
age of the game, shown in Figure 5.3. Clearly, the strategy spaces of the two games are
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Fun Games

Centipede
118 5 Reasoning and Computing with the Extensive Form
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Figure 5.9 The centipede game

place. In other words, you have reached a state to which your analysis has given a
probability of zero. How should you amend your beliefs and course of action based
on this measure-zero event? It turns out this seemingly small inconvenience actually
raises a fundamental problem in game theory. We will not develop the subject further
here, but let us only mention that there exist different accounts of this situation, and
they depend on the probabilistic assumptions made, on what is common knowledge (in
particular, whether there is common knowledge of rationality), and on exactly how one
revises one’s beliefs in the face of measure zero events. Thelast question is intimately
related to the subject of belief revision discussed in Chapter 2.

5.2 Imperfect-information extensive-form games

Up to this point, in our discussion of extensive-form games we have allowed players to
specify the action that they would take at every choice node of the game. This implies
that players know the node they are in, and—recalling that in such games we equate
nodes with the histories that led to them—all the prior choices, including those of other
agents. For this reason we have called theseperfect-information games.

We might not always want to make such a strong assumption about our players and
our environment. In many situations we may want to model agents needing to act with
partial or no knowledge of the actions taken by others, or even agents with limited
memory of their own past actions. The sequencing of choices allows us to represent
such ignorance to a limited degree; an “earlier” choice might be interpreted as a choice
made without knowing the “later” choices. However, we cannot represent two choices
made in the same play of the game in mutual ignorance of each other. The normal
form, of course, is optimized for such modelling.

5.2.1 Definition

Imperfect-informationgames in extensive form address this limitation. An imperfect-
information game is an extensive-form game in which each player’s choice nodes are
partitioned intoinformation sets; intuitively, if two choice nodes are in the same in-information sets
formation set then the agent cannot distinguish between them. From the technical
point of view, imperfect-information games are obtained byoverlaying a partition
structure, as defined in Chapter 1 in connection with models of knowledge, over a
perfect-information game.

Definition 5.2.1 An imperfect-information game(in extensive form) is a tupleimperfect-
information
game

(N,A,H,Z, χ, ρ, σ, u, I), where

c©Shoham and Leyton-Brown, 2006

Ultimatum

• Player 1 proposes how to split $50 between the two players
• If player 2 accepts, both keep their portion of the split
• If player 2 rejects, both get $0
Play in a breakout room
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Stochastic Games

• Combines perfect-information extensive form with repeated games
• Multiplayer generalization of a Markov Decision Process (MDP):
– state: which game is being played
– actions: set of alternatives for each player in that game
– reward: payoffs in that game
– transition function: mapping from all players’ actions to the next state

Game Representations: Leyton-Brown & Wright (18)
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Imperfect-Information Extensive-Form Games

• Generalizes perfect-information extensive-form games by allowing for imperfect
observation of the previous player’s moves
– Some actions might be observed perfectly
– Sometimes the second player might not be able to tell anything except that the first player
moved

– Most generally, the second player can observe which of a set of equivalence classes contains
the first player’s move

• Examples:
– Battleship
– Starcraft (without random starting locations or random races)
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Stackelberg Games

A special case of imperfect-information extensive-form games

• One player commits to a strategy, which is observed by the second player
– If the strategy is randomized, the second player can’t see random draws

• Motivation: the same game is played repeatedly; the second player can see the
first player’s actions and hence figure out her strategy

• Example: security games; wildlife poaching games
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Fun Game

• Choose a phone number none of your breakout room members knows; consider
its last four digits to be DEFG

1. take “DE” as your valuation. Play a first-price auction with three neighbours,
where your utility is your valuation minus the amount you pay

2. play the auction again, same neighbours, same valuation
3. play again, with “FG” as your valuation

• Can we model this interaction as a normal-form game?
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Bayesian Games

• Uncertainty about payoffs (either one’s own or others’)
• Interesting when there is asymmetric information about this uncertainty
– otherwise, just play the game where payoffs are expected values of payoffs for each action

• Different from Imperfect Information Extensive Form, which is uncertainty about
another agent’s moves
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