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Abstract

A Nash equilibrium refinement is introduced that forms a nonempty
subset of the Nash equilibria of a game. This refinement is attained via
removal of mutually dominated strategy subprofiles, a process justified by
every agent being better off if every agent follows it. The new solution
concept is applied to various example games and its usefulness discussed
for general games.

1 Introduction

The Nash equilibrium is an important solution concept and theoretical con-
struct, with a large number of fields of study using Nash equilibria to provide
insight into systems where multiple agents make decisions [1]. However, the
notion of stability in a Nash equilibrium relies primarily on each agent being
worse off by deviating, regardless of whether or not other agents would decide
to play their components. In particular, a subset of agents could be forcing each
other to play certain strategies even though it is not in any of their best interest
to do so.

Consider the two-player coordination game in Figure 1. There are two pure
strategy Nash equilibria: TL and BR. However, in the TL Nash equilibrium,
each player is forced to best respond with T or L simply because the other player
is playing L or T . Both players would prefer to find the BR equilibrium, and
should safely be able to assume that the other player will play his part of that
pure strategy. Therefore, in this game, the TL equilibrium is less appealing.
Another way of looking at this is to notice that a joint deviation from TL to
BR would be mutually beneficial for both players.

The susceptibility of Nash equilibria to joint deviations has been discussed in
[2] and [3], which contributed the strong Nash and coalition-proof equilibria
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L R
T 1, 1 0, 0
B 0, 0 2, 2

Figure 1: A Simple Coordination Game

respectively. However, these solution concepts are most interesting when com-
munication is allowed and neither are guaranteed to exist for a general game
[4]. Furthermore, it is unnecessary to move to the realm of games with free
communication when addressing the problem of joint deviations. In fact, in
games without free communication the formation of coalitions is not as much
of a concern as is the difficulty in finding an equilibrium.

2 A New Concept: Mutual Domination

It is a combination of factors that makes the TL equilibrium in Figure 1 so
unappealing. In particular, the BR joint strategy is better for both players and
for each player, if they assume that the other player does not play their part in
the TL strategy profile, they are strictly better off playing their part in the BR
strategy. This intuition can be used to define the concept of mutual domination
more formally.

2.1 Definition of Mutual Domination

Let a game be denoted by G = 〈N,A, O, µ, u〉, where N is a finite set of n
agents, A = (A1, ..., An) with Ai equal to the set of actions available to agent
i, O is a set of outcomes, µ : A → O maps action profiles to outcomes and
u = (u1, ..., uN ) with ui : O → R equal to the real-valued utility function for
agent i.

We want to consider a set of agents M ⊆ N . Without loss of generality, let this
set be M = {1, ...,m}. In addition, let the set of all possible joint strategies by
agents in N −M be denoted by S−M and the set of all possible joint strategies
by agents other than i be denoted by S−i. This subset M is of interest when
there exists a pure strategy subprofile (a1, ..., am) for these agents for which
there exists another (possibly mixed) strategy subprofile (s1, ..., sm) with the
following properties:

• uj(a1, ..., am, s−M ) < uj(s1, ..., sm, s−M )∀j ∈ M,∀s−M ∈ S−M

• uj(aj , s−j) < uj(sj , s−j)∀j ∈ M,∀s−j ∈ S−j − {(a1, ..., am, s−M )|s−M ∈
S−M}
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The first condition states that every agent in M prefers the strategy subprofile
(s1, ..., sm) over (a1, ..., am). The second condition implies that action aj for
agent j ∈ M can only be a best response to a strategy subprofile in which all
other agents i ∈ M play action ai. In particular, if any agent i ∈ M plays a
strategy not involving ai every other agent j ∈ M is strictly better off playing
sj than aj .

If these conditions hold, we consider (a1, ..., am) to be mutually dominated by
(s1, ..., sm).

2.2 Using Mutual Domination

The proposed new solution concept is any Nash equilibrium that survives it-
erated removal of mutually dominated strategy subprofiles, where the removal
of a profile amounts to removing each agent’s action in the subprofile from the
set of available actions for that agent. In order for this solution concept to be
interesting, the removal of the strategy subprofiles must be justified and the
solution concept should have existence properties that are comforting. For the
latter, it will be shown that Nash equilibria that survive iterated removal of
mutually dominated strategy subprofiles are also Nash equilibria of the original
game and that Nash equilibria of the original game that do not involve actions
that are removed are preserved. In other words, this solution concept forms a
nonempty subset of the Nash equilibria of a game.

2.2.1 Justifying the Removal

The most contentious issue with respect to the utility of this refined Nash equi-
librium is the removal of the actions that make up a mutually dominated sub-
profile. However, the motive behind such a removal is that all the agents that
remove their actions are better off by doing so, since they are better off by play-
ing si than ai, as long as at least one other agent does the same. Furthermore,
from the point of view of an agent who is not in M , it can be useful to know
which actions in other agent’s action spaces take part in a mutually dominated
strategy subprofile. In other words, the only agents who can possibly be worse
off because of a successful1 removal are agents not in M and even then there
are advantages to knowing what will not be played.

2.2.2 Correspondence of Other Nash Equilibria

Let G be the original game and G′ be the game after a removal of a mutually
dominated strategy subprofile (a1, ..., am).

1Successful here means that more than one agent in M removes the mutually dominated
strategy subprofile
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Assume that we have a Nash equilibrium in G that does not involve any of the
ai’s, (s′1, ..., s

′
m, s′−M ). Then, since we have only removed an action from each

agent’s set of available actions, this must be a Nash equilibrium in G′. This
means that all Nash equilibria in G that do not involve the ai’s are preserved
in G′.

Assume that we have a Nash equilibrium (s′1, ..., s
′
m, s′−M ) in G′. Let G′

i denote
the game which is equivalent to G′ except that action ai made available to agent
i. Since any agent has the all the actions available in G and G′

i that they do
in G′, (s′1, ..., s

′
m, s′−M ) is a valid strategy profile in G and G′

i. Note that G′
i is

strategically equivalent to G′ since action ai is strictly dominated by si in G′
i.

Thus (s′1, ..., s
′
m, s′−M ) is also a Nash equilibrium in G′

i. This means that given
the strategy profile (s′1, ..., s

′
m, s′−M ), agent i is strictly worse off by playing ai

than s′i (s′i must be a weakly better response than si with is a strictly better
response than ai). Since this is true for all agents i ∈ M , this means that
(s′1, ..., s

′
m, s′−M ) is a Nash equilibrium in G. Therefore, all Nash equilibria in

G′ are also Nash equilibria in G.

Furthermore, since every game has a Nash equilibrium, G′ has a Nash equilib-
rium. So even after removing the ai’s from the game, we are guaranteed to have
a Nash equilibrium in G′ that is also a Nash equilibrium of G.

3 The Equilibrium in Practice

What follows is an exploration of how this new solution concept applies to some
simple games. In the simple examples described below, the strategy subprofile
(s1, ..., sm) also acts as a suggested strategy subprofile for players in M . How-
ever, this is not necessarily the case in general. The significance of a pure strat-
egy subprofile (a1, ..., am) being dominated by a strategy subprofile (s1, ..., sm)
is very similar to the significance of an action being strictly dominated. As
such, whenever the agent considers playing aj he should play sj instead. In
general, the removal of actions only corresponds to telling agents what not to
play; the (s1, ..., sm) subprofile is unimportant except for establishing which
actions should be removed from consideration.

3.1 A Simple Coordination Game

In Figure 1, TL and BR are the pure strategy Nash equilibria. However, TL
is mutually dominated by BR according to the above criteria and as such both
T and L can be removed from consideration, leaving only B and R as available
actions. Both agents are better off in this situation than in TL or in the mixed
Nash equilibrium.
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3.2 A Minimum-Effort Coordination Game

This game has been discussed in [1]. In Figure 2 it is reproduced with effort levels
as any integer in {1, 2, 3, 4} and an effort cost value of 0.75. In the above game,

1 2 3 4
1 0.25, 0.25 0.25,−0.5 0.25,−1.25 0.25,−2
2 −0.5, 0.25 0.5, 0.5 0.5,−0.25 0.5,−1
3 −1.25, 0.25 −0.25, 0.5 0.75, 0.75 0.75, 0
4 −2, 0.25 −1, 0.5 0, 0.75 1, 1

Figure 2: A minimum-effort coordination game

the pure strategy Nash equilibria are all the common effort levels. However,
(1, 1) is mutually dominated by (2, 2), which is in turn mutually dominated by
(3, 3), which is finally mutually dominated by (4, 4). Again, the game is reduced
to a single action per agent. Furthermore, playing (4, 4) yields the best possible
payoff for both players.

The unique refined Nash equilibrium is not always the strategy profile that
arises most often when this game is played with human subjects. In particular,
it seems that human behaviour in this game has effort levels inversely related
to effort costs [1]. However, if all agents were to play their part in the refined
Nash equilibrium they would all be strictly better off.

3.3 The Prisoner’s Dilemma

Cooperate (C) Defect (D)
Cooperate (C) 2, 2 0, 3

Defect (D) 3, 0 1, 1

Figure 3: A prisoner’s dilemma game

Since DD is the unique Nash equilibrium in the prisoner’s dilemma (Figure 3)
we know that the unique refined Nash equilibrium is also DD. However, it is
interesting to notice where mutual domination falls apart in this case. CC is
a candidate for (s1, s2) with (a1, a2) = DD. The first criteria is met but the
second is not. In particular, if it is assumed that agent 2 will not play D then
agent 1 is better off playing D than C, ie. u1(a1, s2) > u1(s1, s2).

3.4 The Battle of the Sexes

The battle of the sexes game in Figure 4 is another example of a game in which
mutual domination is not helpful. For each of the pure strategy Nash equilibria,
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Football (F ) Ballet (B)
Football (F ) 2, 1 0, 0

Ballet (B) 0, 0 1, 2

Figure 4: A battle of the sexes game

FF and BB, there does not exist another strategy profile that pareto-dominates
it. Intuitively, the utility values do not suggest a mutually beneficial alternative
because none exist.

3.5 The Stag Hunt

Stag (S) Hare (H)
Stag (S) 9, 9 0, 8

Hare (H) 8, 0 7, 7

Figure 5: A stag hunt game

This famous game [5, p. 309] also has an interesting unique refined Nash equi-
librium, SS, since this Nash equilibrium is often seen as unsafe. The difference
between this game and the simple coordination game is that playing H is a safer
bet than playing S, while the penalty of miscoordination in the game in Figure
1 is symmetric.

In fact, this game and the minimum-effort coordination game highlight the
biggest concern with the process of removing mutually dominated strategies:
the definition of a mutually dominated strategy is insensitive to the magnitude
of utility losses when all other players j play aj .

3.6 A Three-Player Game

L R
T 1, 1, 3 0, 0, 1
B 0, 0, 1 4, 4, 0

U

L R
T 2, 2, 0 0, 0, 1
B 0, 0, 1 3, 3, 1

D

Figure 6: An example three-player game

Although already interesting in two-player games, the refined Nash equilibrium
is especially interesting in games with more players. Of particular importance
is the fact that with more than two players, there is the possibility that M 6= N
and so the strategy profiles that are removed need not be pareto-dominated for
all agents.
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This game has two pure strategy Nash equilibria: TLU and BRD. However,
consider M = 1, 2, (a1, a2) = TL and (s1, s2) = BR. T and L are mutually
dominated in this game. With T and L removed, BRD is the unique Nash
equilibrium. Here is an example of a situation where it is in every agent’s best
interest to remove mutually dominated subprofiles. Agents 1 and 2 are strictly
better off by coordinating on BR than anything else. Furthermore, agent 3 is
better off playing D than anything else once he predicts that agents 1 and 2 are
going to play BR. Notice that even though TLU is a pareto-optimal outcome
in this game, it is not a refined Nash equilibrium.

4 Discussion

There are two ways to interpret the removal of mutually dominated strategies.
The first is that this process helps agents find an equilibrium by inspection of
utility values. The other is that it simply highlights equilibria that are less
susceptible to joint deviations than others.

The Nash equilibria that survive iterated removal of mutually dominated strate-
gies are not immune to joint deviations. However, such deviations are riskier
in the sense that they would probably require communication to coordinate on.
With mutual domination, the utility values for agents are all that are needed
to suggest which strategies should not be played. The reason that this solution
concept exists for all games is that it is considerably weaker than the strong
Nash and coalition-proof equilibrium concepts.

One possible problem with the concept of mutual domination is that it involves
trusting that at least one other player j won’t play aj . However, the redeeming
quality of the new solution concept is that if every player, including players in
N − M , use it, they are all better off by doing so. It is clear that every player
in M is better off. In addition, players in N −M are better off by being aware
of what agents in M will not play. For example, in Figure 6 player 3 is better
off playing D than U . The issue of insensitivity to the magnitude of possible
utility losses could possibly be removed with a definition of mutual domination
that takes into account this risk2.

The computational power required to decide which strategy profiles are mutually
dominated has been ignored in this paper. However, simple approaches can be
expensive. For the solution concept to be useful, it must be possible for all agents
to remove actions in mutually dominated subprofiles from consideration. As
such, this solution concept might be less useful in the context of computationally
bounded agents.

This solution concept also applies to correlated equilibria. In this case, if a
2One way to do this could be to bound the ratio of the minimum gain of playing

(s1, ..., sm, s−M ) to the maximum loss for a player who is the only one to play si.
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signal tells an agent j to play an action aj that is part of a mutually dominated
strategy subprofile, the agent is better off if he plays sj , his component of a
strategy subprofile that dominates (a1, ..., am).

5 Conclusions & Future Work

The removal of actions in mutually dominated strategy subprofiles leads to a
new solution concept that is forms a nonempty subset of Nash equilibria for a
game. As a Nash equilibrium refinement, this concept gives interesting results
when applied to many games. Of particular interest is the fact that if every
agent removes mutually dominated subprofiles when analyzing the game, they
are better off by doing so.

The primary concern with the proposed removal strategy is that it is insensitive
to the magnitude of utility losses when every other agent plays their part in a
mutually dominated subprofile. It is possible that a characterization of agents
could be useful in quantifying the risk that an agent would be willing to take
when removing strategies. For example, there might be stag hunt games for
which a type of agent would remove HH from consideration and others for
which the same type of agent would not.
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