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Backward Induction118 5 Reasoning and Computing with the Extensive Form
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Figure 5.9 The centipede game

place. In other words, you have reached a state to which your analysis has given a
probability of zero. How should you amend your beliefs and course of action based
on this measure-zero event? It turns out this seemingly small inconvenience actually
raises a fundamental problem in game theory. We will not develop the subject further
here, but let us only mention that there exist different accounts of this situation, and
they depend on the probabilistic assumptions made, on what is common knowledge (in
particular, whether there is common knowledge of rationality), and on exactly how one
revises one’s beliefs in the face of measure zero events. Thelast question is intimately
related to the subject of belief revision discussed in Chapter 2.

5.2 Imperfect-information extensive-form games

Up to this point, in our discussion of extensive-form games we have allowed players to
specify the action that they would take at every choice node of the game. This implies
that players know the node they are in, and—recalling that in such games we equate
nodes with the histories that led to them—all the prior choices, including those of other
agents. For this reason we have called theseperfect-information games.

We might not always want to make such a strong assumption about our players and
our environment. In many situations we may want to model agents needing to act with
partial or no knowledge of the actions taken by others, or even agents with limited
memory of their own past actions. The sequencing of choices allows us to represent
such ignorance to a limited degree; an “earlier” choice might be interpreted as a choice
made without knowing the “later” choices. However, we cannot represent two choices
made in the same play of the game in mutual ignorance of each other. The normal
form, of course, is optimized for such modelling.

5.2.1 Definition

Imperfect-informationgames in extensive form address this limitation. An imperfect-
information game is an extensive-form game in which each player’s choice nodes are
partitioned intoinformation sets; intuitively, if two choice nodes are in the same in-information sets
formation set then the agent cannot distinguish between them. From the technical
point of view, imperfect-information games are obtained byoverlaying a partition
structure, as defined in Chapter 1 in connection with models of knowledge, over a
perfect-information game.

Definition 5.2.1 An imperfect-information game(in extensive form) is a tupleimperfect-
information
game

(N,A,H,Z, χ, ρ, σ, u, I), where

c©Shoham and Leyton-Brown, 2006

I What happens when we use this procedure on Centipede?
I In the only equilibrium, player 1 goes down in the first move.
I However, this outcome is Pareto-dominated by all but one

other outcome.
I Two considerations:

I practical: human subjects don’t go down right away
I theoretical: what should you do as player 2 if player 1 doesn’t

go down?
I SPE analysis says to go down. However, that same analysis

says that P1 would already have gone down. How do you
update your beliefs upon observation of a measure zero event?

I but if player 1 knows that you’ll do something else, it is
rational for him not to go down anymore... a paradox

I there’s a whole literature on this question
Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 3
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Imperfect Information Extensive Form

Definition
An imperfect-information games (in extensive form) is a tuple
(N,A, H,Z, χ, ρ, σ, u, I), where

I (N,A, H,Z, χ, ρ, σ, u) is a perfect-information extensive-form
game, and

I I = (I1, . . . , In), where Ii = (Ii,1, . . . , Ii,ki
) is an equivalence

relation on (that is, a partition of) {h ∈ H : ρ(h) = i} with
the property that χ(h) = χ(h′) and ρ(h) = ρ(h′) whenever
there exists a j for which h ∈ Ii, j and h′ ∈ Ii, j.

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 4



Recap Perfect Recall Repeated Games Infinitely Repeated Games

Normal-form games

I We can represent any normal form game.

120 5 Reasoning and Computing with the Extensive Form
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Figure 5.11 The Prisoner’s Dilemma game in extensive form.

Recall that perfect-information games were not expressiveenough to capture the
Prisoner’s Dilemma game and many other ones. In contrast, asis obvious from this ex-
ample, any normal-form game can be trivially transformed into an equivalent imperfect-
information game. However, this example is also special in that the Prisoner’s Dilemma
is a game with a dominant strategy solution, and thus in particular a pure-strategy Nash
equilibrium. This is not true in general for imperfect-information games. To be precise
about the equivalence between a normal form game and its extensive-form image we
must consider mixed strategies, and this is where we encounter a new subtlety.

As we did for perfect-information games, we can define the normal form game cor-
responding to any given imperfect-information game; this normal game is again de-
fined by enumerating the pure strategies of each agent. Now, we define the set of
mixed strategies of an imperfect-information game as simply the set of mixed strate-
gies in its image normal form game; in the same way, we can alsodefine the set of
Nash equilibria.4 However, we can also define the set ofbehavioral strategiesin thebehavioral

strategy extensive-form game. These are the strategies in which eachagent’s (potentially prob-
abilistic) choice at each node is made independently of his choices at other nodes. The
difference is substantive, and we illustrate it in the special case of perfect-information
games. For example, consider the game of Figure 5.2. A strategy for player 1 that
selectsA with probability .5 andG with probability .3 is a behavioral strategy. In
contrast, the mixed strategy(.6(A,G), .4(B,H)) is not a behavioral strategy for that
player, since the choices made by him at the two nodes are not independent (in fact,
they are perfectly correlated).

In general, the expressive power of behavioral strategies and the expressive power
of mixed strategies are non-comparable; in some games thereare outcomes that are
achieved via mixed strategies but not any behavioral strategies, and in some games it is
the other way around.

Consider for example the game in Figure 5.12. In this game, when considering
mixed strategies (but not behavioral strategies), R is a strictly dominant strategy for
agent 1, D is agent 2’s strict best response, and thus (R,D) isthe unique Nash equi-

4. Note that we have defined two transformations – one from any normal form game to an imperfect-
information game, and one in the other direction. However the first transformation is not one to one, and so
if we transform a normal form game to an extensive-form one and then back to normal form, we will not in
general get back the same game we started out with. However, we will get a game with identical strategy
spaces and equilibria.

c©Shoham and Leyton-Brown, 2006

I Note that it would also be the same if we put player 2 at the
root node.
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Induced Normal Form

I Same as before: enumerate pure strategies for all agents

I Mixed strategies are just mixtures over the pure strategies as
before.

I Nash equilibria are also preserved.
I Note that we’ve now defined both mapping from NF games to

IIEF and a mapping from IIEF to NF.
I what happens if we apply each mapping in turn?
I we might not end up with the same game, but we do get one

with the same strategy spaces and equilibria.

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 6
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Randomized Strategies

I It turns out there are two meaningfully different kinds of
randomized strategies in imperfect information extensive form
games

I mixed strategies
I behavioral strategies

I Mixed strategy: randomize over pure strategies

I Behavioral strategy: independent coin toss every time an
information set is encountered

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 7
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Games of imperfect recall

5.2 Imperfect-information extensive-form games 121
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Figure 5.12 A game with imperfect recall

librium. Note in particular that in a mixed strategy, agent 1decides probabilistically
whether to play L or R in his information set, but once he decides he plays that pure
strategy consistently. Thus the payoff of 100 is irrelevantin the context of mixed strate-
gies. On the other hand, with behavioral strategies agent 1 gets to randomize afresh
each time he finds himself in the information set. Noting thatthe pure strategy D is
weakly dominant for agent 2 (and in fact is the unique best response to all strategies of
agent 1 other than the pure strategy L), agent 1 computes the best response to D as fol-
lows. If he uses the behavioral strategy(p, 1− p) (that is, choosing L with probability
p each time he finds himself in the information set), his expected payoff is

1 ∗ p2 + 100 ∗ p(1− p) + 2 ∗ (1− p)

The expression simplifies to−99p2 + 98p + 2, whose maximum is obtained atp =
98/198. Thus (R,D) =((0, 1), (0, 1)) is no longer an equilibrium in behavioral strate-
gies, and instead we get the equilibrium((98/198, 100/198), (0, 1)).

There is, however, a broad class of imperfect-information games in which the ex-
pressive power of mixed and behavioral strategies coincides. This is the class of games
of perfect recall. Intuitively speaking, in these games no player forgets anyinformation
he knew about moves made so far; in particular, he remembers precisely all his own
moves. Formally:

Definition 5.2.3 Playeri hasperfect recallin an imperfect-information gameG if for perfect recall
any two nodesh, h′ that are in the same information set for playeri, for any path
h0, a0, h1, a1, h2, . . . , hn, an, h from the root of the game toh (where thehj are deci-
sion nodes and theaj are actions) and any pathh0, a

′
0, h

′
1, a

′
1, h

′
2, . . . , h

′
m, a

′
m, h

′ from
the root toh′ it must be the case that:

1. n = m

2. For all 0 ≤ j ≤ n, hj andh′j are in the same equivalence class for playeri.

3. For all 0 ≤ j ≤ n, if ρ(hj) = i (that is,hj is a decision node of playeri), then
aj = a′j .

Multi Agent Systems, draft of September 19, 2006

I What is the space of pure strategies in this game?
I 1: (L,R); 2: (U,D)

I What is the mixed strategy equilibrium?
I Observe that D is dominant for 2. R,D is better for 1 than

L,D, so R,D is an equilibrium.

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 8
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Games of imperfect recall
5.2 Imperfect-information extensive-form games 121
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librium. Note in particular that in a mixed strategy, agent 1decides probabilistically
whether to play L or R in his information set, but once he decides he plays that pure
strategy consistently. Thus the payoff of 100 is irrelevantin the context of mixed strate-
gies. On the other hand, with behavioral strategies agent 1 gets to randomize afresh
each time he finds himself in the information set. Noting thatthe pure strategy D is
weakly dominant for agent 2 (and in fact is the unique best response to all strategies of
agent 1 other than the pure strategy L), agent 1 computes the best response to D as fol-
lows. If he uses the behavioral strategy(p, 1− p) (that is, choosing L with probability
p each time he finds himself in the information set), his expected payoff is

1 ∗ p2 + 100 ∗ p(1− p) + 2 ∗ (1− p)

The expression simplifies to−99p2 + 98p + 2, whose maximum is obtained atp =
98/198. Thus (R,D) =((0, 1), (0, 1)) is no longer an equilibrium in behavioral strate-
gies, and instead we get the equilibrium((98/198, 100/198), (0, 1)).

There is, however, a broad class of imperfect-information games in which the ex-
pressive power of mixed and behavioral strategies coincides. This is the class of games
of perfect recall. Intuitively speaking, in these games no player forgets anyinformation
he knew about moves made so far; in particular, he remembers precisely all his own
moves. Formally:

Definition 5.2.3 Playeri hasperfect recallin an imperfect-information gameG if for perfect recall
any two nodesh, h′ that are in the same information set for playeri, for any path
h0, a0, h1, a1, h2, . . . , hn, an, h from the root of the game toh (where thehj are deci-
sion nodes and theaj are actions) and any pathh0, a

′
0, h

′
1, a

′
1, h

′
2, . . . , h

′
m, a

′
m, h

′ from
the root toh′ it must be the case that:

1. n = m

2. For all 0 ≤ j ≤ n, hj andh′j are in the same equivalence class for playeri.

3. For all 0 ≤ j ≤ n, if ρ(hj) = i (that is,hj is a decision node of playeri), then
aj = a′j .

Multi Agent Systems, draft of September 19, 2006

I What is an equilibrium in behavioral strategies?
I again, D strongly dominant for 2
I if 1 uses the behavioural strategy (p, 1− p), his expected

utility is 1 ∗ p2 + 100 ∗ p(1− p) + 2 ∗ (1− p)
I simplifies to −99p2 + 98p + 2
I maximum at p = 98/198
I thus equilibrium is (98/198, 100/198), (0, 1)

I Thus, we can have behavioral strategies that are different
from mixed strategies.
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Perfect Recall: mixed and behavioral strategies coincide

Intuitively, no player forgets any information he knew about moves
made so far

Definition
Player i has perfect recall in an imperfect-information game G if
for any two nodes h, h′ that are in the same information set for
player i, for any path h0, a0, h1, a1, h2, . . . , hn, an, h from the root
of the game to h (where the hj are decision nodes and the aj are
actions) and any path h0, a

′
0, h

′
1, a

′
1, h

′
2, . . . , h

′
m, a′m, h′ from the

root to h′ it must be the case that:

1. n = m

2. For all 0 ≤ j ≤ n, hj and h′j are in the same equivalence class
for player i.

3. For all 0 ≤ j ≤ n, if ρ(hj) = i (that is, hj is a decision node
of player i), then aj = a′j .

G is a game of perfect recall if every player has perfect recall in it.
Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 11
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Perfect Recall

Clearly, every perfect-information game is a game of perfect recall.

Theorem (Kuhn, 1953)

In a game of perfect recall, any mixed strategy of a given agent
can be replaced by an equivalent behavioral strategy, and any
behavioral strategy can be replaced by an equivalent mixed
strategy. Here two strategies are equivalent in the sense that they
induce the same probabilities on outcomes, for any fixed strategy
profile (mixed or behavioral) of the remaining agents.

I Corollary: in games of perfect recall the set of Nash equilibria
does not change if we restrict ourselves to behavioral
strategies.

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 12
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Introduction

I Play the same normal-form game over and over
I each round is called a “stage game”

I Questions we’ll need to answer:
I what will agents be able to observe about others’ play?
I how much will agents be able to remember about what has

happened?
I what is an agent’s utility for the whole game?

I Some of these questions will have different answers for
finitely- and infinitely-repeated games.

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 14
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Finitely Repeated Games

I Everything is straightforward if we repeat a game a finite
number of times

I we can write the whole thing as an extensive-form game with
imperfect information

I at each round players don’t know what the others have done;
afterwards they do

I overall payoff function is additive: sum of payoffs in stage
games

Perfect Recall and Repeated Games CPSC 532A Lecture 11, Slide 15
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Notes

I Observe that the strategy space is much richer than it was in
the NF setting

I Repeating a Nash strategy in each stage game will be an
equilibrium in behavioral strategies (called a stationary
strategy)

I In general strategies adopted can depend on actions played so
far

I We can apply backward induction in these games when the
normal form game has a dominant strategy.
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Example
134 6 Richer Representations: Beyond the Normal and Extensive Forms

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

⇒

C D

C −1,−1 −4, 0

D 0,−4 −3,−3

Figure 6.1 Twice-played Prisoner’s Dilemma.

(e.g., the computation of Nash equilibria can be provably faster, or pure-strategy Nash
equilibria can be proven to always exist).

In this chapter we will present various different representations that address these
limitations of the normal and extensive forms. In Section 6.1 we will begin by con-
sidering the special case of extensive-form games which areconstructed by repeatedly
playing a normal-form game, and then we will extend our consideration to the case
where the normal form is repeated infinitely. This will lead us to stochastic games in
Section 6.2, which are like repeated games but do not requirethat the same normal-
form game is played in each time step. In Section 6.3 we will consider structure
of a different kind: instead of considering time, we will consider games involving
uncertainty. Specifically, in Bayesian games agents face uncertainty—and hold pri-
vate information—about the game’s payoffs. Section 6.4 describes congestion games,
which model situations in which agents contend for scarce resources. Finally, in Sec-
tion 6.5 we will consider representations that are motivated primarily by compactness
and by their usefulness for permitting efficient computation (e.g., of Nash equilibria).
Such compact representations can extend upon any other existing representation such
as normal form games, extensive-form games or Bayesian games.

6.1 Repeated games

In repeated games, a given game (often thought of in normal form) is played multiple
times by the same set of players. The game being repeated is called thestage game.stage game
For example, Figure 6.1 depicts two players playing the Prisoner’s Dilemma exactly
twice in a row.

This representation of the repeated game, while intuitive,obscures some key factors.
Do agents see what the other agents played earlier? Do they remember what they
knew? And, while the utility of each stage game is specified, what is the utility of the
entire repeated game?

We answer these questions in two steps. We first consider the case in which the game
is repeated a finite and commonly known number of times. Then we consider the case
in which the game is repeated infinitely often, or a finite but unknown number of times.

c©Shoham and Leyton-Brown, 2006

6.1 Repeated games 135

6.1.1 Finitely repeated games

One way to completely disambiguate the semantics of a finitely repeated game is to
specify it as an imperfect-information game in extensive form. Figure 6.2 describes
the twice-played Prisoner’s Dilemma game in extensive form. Note that it captures
the assumption that at each iteration the players do not knowwhat the other player is
playing, but afterwards they do. Also note that the payoff function of each agent is
additive, that is, it is the sum of payoffs in the two stage games.
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Figure 6.2 Twice-played Prisoner’s Dilemma in extensive form.

The extensive form also makes it clear that the strategy space of the repeated game
is much richer than the strategy space in the stage game. Certainly one strategy in the
repeated game is to adopt the same strategy in each stage game; clearly, this memory-
less strategy, called astationary strategy, is a behavioral strategy in the extensive-formstationary

strategyrepresentation of the game. But in general, the action (or mixture of actions) played
at a stage game can depend on the history of play thus far. Since this fact plays a
particularly important role in infinitely repeated games, we postpone further discussion
of this to the next section. Indeed, in the finite, known repetition case, we encounter
again the phenomenon of backward induction, which we first encountered when we
introduced subgame perfect equilibria. Recall that in the centipede game, discussed in
Section 5.1.3, the unique SPE was to go down and terminate thegame at every node.
Now consider a finitely repeated Prisoner’s Dilemma case. Again, it can be argued, in
the last round it is a dominant strategy to defect, no matter what happened so far. This
is common knowledge, and no choice of action in the precedingrounds will impact the
play in the last round. Thus in the second to last round too it is a dominant strategy to
defect. Similarly, by induction, it can be argued that the only equilibrium in this case
is to always defect. However, as in the case of the centipede game, this argument is
vulnerable to both empirical and theoretical criticisms.

6.1.2 Infinitely repeated games

When the infinitely repeated game is transformed into extensive form, the result is an
infinite tree. So the payoffs cannot be attached to any terminal nodes, nor can they be
defined as the sum of the payoffs in the stage games (which in general will be infinite).

Multi Agent Systems, draft of September 19, 2006
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134 6 Richer Representations: Beyond the Normal and Extensive Forms
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(e.g., the computation of Nash equilibria can be provably faster, or pure-strategy Nash
equilibria can be proven to always exist).

In this chapter we will present various different representations that address these
limitations of the normal and extensive forms. In Section 6.1 we will begin by con-
sidering the special case of extensive-form games which areconstructed by repeatedly
playing a normal-form game, and then we will extend our consideration to the case
where the normal form is repeated infinitely. This will lead us to stochastic games in
Section 6.2, which are like repeated games but do not requirethat the same normal-
form game is played in each time step. In Section 6.3 we will consider structure
of a different kind: instead of considering time, we will consider games involving
uncertainty. Specifically, in Bayesian games agents face uncertainty—and hold pri-
vate information—about the game’s payoffs. Section 6.4 describes congestion games,
which model situations in which agents contend for scarce resources. Finally, in Sec-
tion 6.5 we will consider representations that are motivated primarily by compactness
and by their usefulness for permitting efficient computation (e.g., of Nash equilibria).
Such compact representations can extend upon any other existing representation such
as normal form games, extensive-form games or Bayesian games.

6.1 Repeated games

In repeated games, a given game (often thought of in normal form) is played multiple
times by the same set of players. The game being repeated is called thestage game.stage game
For example, Figure 6.1 depicts two players playing the Prisoner’s Dilemma exactly
twice in a row.

This representation of the repeated game, while intuitive,obscures some key factors.
Do agents see what the other agents played earlier? Do they remember what they
knew? And, while the utility of each stage game is specified, what is the utility of the
entire repeated game?

We answer these questions in two steps. We first consider the case in which the game
is repeated a finite and commonly known number of times. Then we consider the case
in which the game is repeated infinitely often, or a finite but unknown number of times.
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6.1.1 Finitely repeated games

One way to completely disambiguate the semantics of a finitely repeated game is to
specify it as an imperfect-information game in extensive form. Figure 6.2 describes
the twice-played Prisoner’s Dilemma game in extensive form. Note that it captures
the assumption that at each iteration the players do not knowwhat the other player is
playing, but afterwards they do. Also note that the payoff function of each agent is
additive, that is, it is the sum of payoffs in the two stage games.
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The extensive form also makes it clear that the strategy space of the repeated game
is much richer than the strategy space in the stage game. Certainly one strategy in the
repeated game is to adopt the same strategy in each stage game; clearly, this memory-
less strategy, called astationary strategy, is a behavioral strategy in the extensive-formstationary

strategyrepresentation of the game. But in general, the action (or mixture of actions) played
at a stage game can depend on the history of play thus far. Since this fact plays a
particularly important role in infinitely repeated games, we postpone further discussion
of this to the next section. Indeed, in the finite, known repetition case, we encounter
again the phenomenon of backward induction, which we first encountered when we
introduced subgame perfect equilibria. Recall that in the centipede game, discussed in
Section 5.1.3, the unique SPE was to go down and terminate thegame at every node.
Now consider a finitely repeated Prisoner’s Dilemma case. Again, it can be argued, in
the last round it is a dominant strategy to defect, no matter what happened so far. This
is common knowledge, and no choice of action in the precedingrounds will impact the
play in the last round. Thus in the second to last round too it is a dominant strategy to
defect. Similarly, by induction, it can be argued that the only equilibrium in this case
is to always defect. However, as in the case of the centipede game, this argument is
vulnerable to both empirical and theoretical criticisms.

6.1.2 Infinitely repeated games

When the infinitely repeated game is transformed into extensive form, the result is an
infinite tree. So the payoffs cannot be attached to any terminal nodes, nor can they be
defined as the sum of the payoffs in the stage games (which in general will be infinite).
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Infinitely Repeated Games

I Consider an infinitely repeated game in extensive form:
I an infinite tree!

I Thus, payoffs cannot be attached to terminal nodes, nor can
they be defined as the sum of the payoffs in the stage games
(which in general will be infinite).

Definition
Given an infinite sequence of payoffs r1, r2, . . . for player i, the
average reward of i is limk→∞Σk

j=1rj/k.
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Discounted reward

Definition
Given an infinite sequence of payoffs r1, r2, . . . for player i and a
discount factor β with 0 ≤ β ≤ 1, the future discounted rewards of
i is

∑∞
j=1 βjrj .

I Interpreting the discount factor:

1. the agent cares more about his well-being in the near term
than in the long term

2. the agent cares about the future just as much as the present,
but with probability 1− β the game will end in any given
round.

I The analysis of the game is the same under both perspectives.
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Strategy Space

I What is a pure-strategy in an infinitely-repeated game?

I a choice of action at every decision point
I here, that means an action at every stage game
I ...which is an infinite number of actions!

I Some famous strategies (repeated PD):
I Tit-for-tat: Start out cooperating. If the opponent defected,

defect in the next round. Then go back to cooperation.
I Trigger: Start out cooperating. If the opponent ever defects,

defect forever.
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Nash Equilibria

I With an infinite number of equilibria, what can we say about
Nash equilibria?

I we won’t be able to construct an induced normal form and
then appeal to Nash’s theorem to say that an equilibrium exists

I Nash’s theorem only applies to finite games

I Furthermore, with an infinite number of strategies, there
could be an infinite number of pure-strategy equilibria!

I It turns out we can characterize a set of payoffs that are
achievable under equilibrium, without having to enumerate
the equilibria.
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