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In Definitions:

Let 7& be the payoff for player i in game G. Fix a strategy o in the set of
Player 2’s strategies Zg Let G be the limit of the means game and G? be
the discounted game. For G*°: A strategy o1 is optimal if for every strategy
of €37

7 (01,00) =7 (01,09) > 0. (1)

For G?: A strategy o, is optimal if for every strategy o} € Zf
l%m inf(wlcé (01,02) — ﬂ'lGé (07,02)) > 0. (2)
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A strategy is e-optimal when 0 is replaced with -€ in the above equations. A
. . . . G . .
strategy oy is dominant if for every strategy o2 in 22 , 01 is optimal.

In Machine Learning:

e The learning rate A decreases over time such that Z]f\:())‘ = oo and
o A2 < .

e Each agent samples each of its actions infinitely often.
e The probability P/(a) of agent i choosing action a is nonzero.

e Each agent’s exploration is exploitive. In other words, lim; .., P}(X;) = 0,
where X; is a random variable denoting the event that some nonoptimal
action was taken based on i’s estimated values at time ¢.



